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Streaming Data and Statistics

* Real-time monitoring of customer data can improve services
* Real-time updates
* Analysts/planners can optimize services

Service Event Real-time statistics

Energy Smart-meter reading  Electricity usage in a neighborhood
Transport Tap-on/off time Peak hour commute times

Retail Supermarket bill Average expenditure in a supermarket

Location Check-in/out time Average time spent in a restaurant




Issue: Privacy

Smart meter readings

* Raw stats may reveal T 11 [t I Y
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* Unusual presence at home
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* Events (observations) can be
linked to real-life activities |
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Privacy-Preserving Statistics

* Differential privacy a natural candidate
 Most work on static databases @
* Some work on binary data streams [DNPR0, g
CSS11] o
* Our problem |
* Data from an event is within a B
public upper bound B Ess:;
* Release updated sum/average at each event
privacy l || J

* Peculiar events protected

events 4



How to Release the Average!

* Basic: add Laplace noise of scale B to each
observation

* Error Bn after n events

* Generalized binary stream algorithm fairs better
» Error Blog,n [DNPR10, CSSI 1]

% readings

* Problem: error still proportional to B

* In many situations B is too or
* E.g., Unlikely someone commuting for full 24 hours!

— . . .
B

. threshold :

* Most readings concentrated below a T ° Eubllcc‘j

oun

* If T known, error is only tlog,n
* Significant if B: T large



Validation of Data Concentration

* |s data really concentrated well below a
conceivable B?

* Train trips dataset
* 50 million trips over four weeks (Sydney, Australia)
* Conceivable bound B = 24 hours

* Supermarket dataset
* 140,000 transactions by 1,000 customers (Australia)
* Conceivable bound B =7
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How to Estimate Threshold with Privacy!?

* Need to observe a subset m of observations

- time Iag Stream Readings
* Time lag needs to be optimized for accuracy -
* Too early: high outlier error 50
* Too late: marginal gain (may just use B as N
estimate) 20 I I
Iz _—-I——-I

I 2 3 4 5 6 7 8 9 10 Il 12 13 14 15

* Naively estimating T violates privacy

* E.g.,, maximum of m observations is an exact
event!

T|me lag



Our Work

* A method to estimate threshold 7 using a subset of observations
* With differential privacy
* and utility optimized for moving average

* Mechanism is — can also be used for
* Average over a sliding window
* Releasing histogram of streaming data
* Estimating scale of distribution



Background: Binary Tree Algorithm

* Binary tree (BT) algorithm [DNPR10, CSS| 1]

* Find at most log,n nodes in tree whose union

equals sum up to i events

Blogon .

Bn
instead of —
€ (S

* Add Laplace noise of scale

Use BT as sub-module but noise
scaled to 7 instead of B




Global Mechanism

|. Estimate threshold 7 using first m observations using budget ¢,

. . T .
2. Use Laplace noise with scale —to release sum of first m
2

observations

3. Update & release sum for each event after m with Laplace noise of
scale T log, n/e using BT algorithm

* Overall: (¢, 0)-differential privacy



What are the Choices for Threshold?

* False starts
* Differentially private max of m values!?

* max function is highly sensitive
* Adjacent streams can differ by any value in [0, B]

e Standard deviation of distribution of g?
* Need to know distribution in advance

* Statistic of choice: p-quantile
* Eg,p = 0.005 (0.5% of values)

Distribution of o

~

p fraction of values

/

Xp
p-quantile
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Privately Estimating p-Quantile

* Need to estimate p-quantile through first m readings

* Satisfyingn > m > 1/p . required for stable estimate of p

* Roadmap
* Obtain the empirical estimate X, of x,
 Add differentially private noise to X

p
e Set the result as threshold 1

cannot use Global Sensitivity (GS) for DP noise
* Maximum change in function over all adjacent streams
* GS of p-quantile is close to B
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Using Smooth Sensitivity

* Local sensitivity (LS)
* Maximum change in p-quantile over streams adjacent to input stream

* Unfortunately, LS itself can be sensitive
* E.g,big differences in LS over nearby streams

* Smooth sensitivity (SS) [NRS07]

* d(o,0"): Hamming distance between streams ¢ and ¢’
» SS(o,b) = max,s {e~?4(@"). LS

* Smooths out change in LS as we move away from input stream
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Privately Obtaining the Threshold

e Obtain threshold as

A . . | distribution of o distribution of 7
T = X,+ Laplace noise with SS / distribution of 2,
/ Prlr < x,)
* We have swept some details under the N B, <,

rug
. fp and 7 should be > X, to bound error

fee e ...y

* We assume 9?p = X,
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Utility Analysis

* Light-tailed distributions

* Lighter than gxponential distribution with the 1.00 - R
same p-quantile un2
0.95 - -H'::A
m A
, . 0.90 - | s
* True for train trips and supermarket datasets & wa
o o U 0.85 1 /A
for sufficiently small p g
0801 ¢
-#- Real distribution
0.7 9 J & - Exponential Distibution
* If distribution is light-tailed e , , .
* We show that error tlog,n/e€ ( ) o0 100 150 200

Time (minutes)

* Note: Privacy definition dependent on

distribution assumption p = 0.005-quantile
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Utility Analysis for Light-tailed Distributions

* Exponential distribution has the property
X, T =xprforallr = 1

* For distributions: X, - r = x,r
* |dea:
* Estimate p-quantile using 1/p readings o o
* Set threshold T to X, - 1 *p o
* Benefits: NT=XxpT
* Estimate threshold with a much smaller time lag m ‘
* Minimise outlier error project

¢ 0 (E log, n) estimate \/
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What Values to Use in Practice!?

* Improvement Factor (IF) metric

* Ratio of error through BT versus
our method

* Epsilon: IF increases with larger €
but then drops

* Due to truncation: any value greater
than threshold is fixed to threshold

Improvement Factor

* Time lag: Noticeable increase in
impact factor with m = 50,000 ' ' 108
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Heuristics for Choosing Parameters

* Optimization suggests

Parameter Interpretation Value
D p-quantile 0.005
T Shifting p-quantile Between 1 and 2
€1 Budget to estimate threshold 0.8 of overall privacy budget
€, Budget to release sum of first m terms Derive from ¢,

m Time lag 50,000
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Experimental Evaluation

* Max error on the sum (at step n) , ——
e 20k repetitions _;_ Bllu\l,.i(::th:::l
21
* Train trips £,
« n = 250,000,000 ) :/” e
 m = 50,000 0 Let e
* B = 1440 mins (24 hrs) T T e T e
* Improvement factor: 3.5
x107*

—a&— QOur Algorithm

* Supermarkets 0.8 - ST Al
* n= 150,000
« m = 50,000
B = 3,000 dollars
* Improvement factor: 9
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Discussion

* Improved private release of moving average if distributions are light-tailed

* Question: which data have light-tailed distribution!?

* Any data coming from events
* Smart-meter data

Phone-call durations

Length of posts (on social media)

Daily average inter-arrivals of check-in times

* Heavy-tailed distributions are not “directly” time-constrained
* Income distribution
* File sizes in computer systems



Conclusion

* Shown a way to privately estimate the bulk of a distribution of streaming real-
valued data

* Can be estimated by sacrificing a time lag

Heuristics for choosing parameters in practice

In worst-case, threshold is close to public bound B
* We do not need to abort as in the propose-test-release approach [DL09]

Moving average release is just one application — can be used in other applications



Questions
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