
NETPLIER: Probabilistic Network Protocol Reverse
Engineering from Message Traces

Yapeng Ye, Zhuo Zhang, Fei Wang, Xiangyu Zhang, Dongyan Xu
Department of Computer Science, Purdue University
{ye203, zhan3299, feiwang, xyzhang, dxu}@purdue.edu

Abstract—Network protocol reverse engineering is an impor-
tant challenge with many security applications. A popular kind
of method leverages network message traces. These methods
rely on pair-wise sequence alignment and/or tokenization. They
have various limitations such as difficulties of handling a large
number of messages and dealing with inherent uncertainty. In this
paper, we propose a novel probabilistic method for network trace
based protocol reverse engineering. It first makes use of multiple
sequence alignment to align all messages and then reduces the
problem to identifying the keyword field from the set of aligned
fields. The keyword field determines the type of a message. The
identification is probabilistic, using random variables to indicate
the likelihood of each field (being the true keyword). A joint
distribution is constructed among the random variables and
the observations of the messages. Probabilistic inference is then
performed to determine the most likely keyword field, which
allows messages to be properly clustered by their true types and
enables the recovery of message format and state machine. Our
evaluation on 10 protocols shows that our technique substantially
outperforms the state-of-the-art and our case studies show the
unique advantages of our technique in IoT protocol reverse
engineering and malware analysis.

I. INTRODUCTION

Network protocol reverse engineering is an important
challenge to cyber-security. Many applications that are of
interest for security analysts often have their own undocu-
mented communication protocols. For example, autonomous
vehicles utilize CAN bus and FlexRay, control systems use
Modbus and DNP3, online chatting/conferencing applications
have their customized protocols. Many security analysis such
as static/symbolic vulnerability scanning [40], [24], exploit
generation [79], [19], fuzzing [65], [43], [44], [31], attack
detection [15], [29], and malware behavior analysis [75], [18]
require precise modeling of the network protocol. For instance,
knowing the protocol of a networking application is critical
to seed input generation in fuzzing; malware analysis often
requires composing well-formed messages to the Command
and Control (C&C) server so that hidden behaviors can be
triggered by the appropriate server responses [23], [83]; and
static/symbolic analysis needs to properly model networking
functions otherwise a lot of false positives may be generated.

Existing protocol reverse engineering techniques fall into
a few categories. The first category leverages program anal-

ysis [28], [57], [82], [33], [59], [32]. By analyzing the rich
semantics of the application implementation (e.g., how input
buffer is accessed), these techniques may achieve high accu-
racy in reverse engineering. However, most of these techniques
require access to program binaries, which is often infeasible in
practice. For example, some IoT firmware is not accessible due
to their protection mechanism; it is hard to conduct dynamic
analysis if the binaries are packed or obfuscated. Even if the
binaries for a client application were available, its counterpart
on the server side would be much more difficult to acquire.
Therefore, the other category focuses on using network traces,
which could be acquired by eavesdropping on the network.
There are two main techniques for network trace based reverse
engineering: alignment based (e.g., PIP [22], ScritGen [55],
and Netzob [26]) and token based (e.g., Veritas [81] and
Discoverer [35]). The former leverages various sequence align-
ment algorithms to align message pairs and compute similarity
scores. Messages are clustered based on such scores. Formats
are then derived by analyzing the commonality of messages
within clusters. However, the diversity of message contents
substantially degrades the quality of alignment, causing prob-
lems for downstream analysis. Token based methods propose
to first tokenize the messages (e.g., to textual fields and binary
fields) before alignment to reduce variations. However, these
techniques often require delimiters to identify tokens (which
may not exist for binary protocols) or generate excessive
clusters as tokenization is based on deterministic heuristics.
That is, ad-hoc rules are used to perform tokenization and
these rules may not hold in many cases. Existing techniques
do not model such uncertainty and hence often yield incorrect
results. More discussion of such limitations can be found in
Section II.

We observe that the key to network protocol reverse engi-
neering is to identify the keyword field that determines the type
of a message. While there are many heuristics to help locating
such keywords, these heuristics are largely uncertain. The
reverse engineering of both the client side and the server side
can be coupled to achieve synergy because they have strong
correspondences. Based on these observations, we propose a
novel probabilistic approach to reverse engineering network
protocols. Our technique is completely network trace based and
does not require access to source code or binary code. Specifi-
cally, it leverages multiple sequence alignment (MSA) [39] that
is widely used in biometrics to avoid the expensive pair-wise
alignment in existing work. The alignment is conservative and
initially performed on all the messages. As such, the common
structure shared by all messages can be disclosed and such
structure ought to include the keyword field as the parser needs
to parse the keyword field before it can perform type-specific
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parsing. After the alignment, a probabilistic method is used to
determine which (aligned) field is the keyword. To model the
inherent uncertainty, we introduce a random boolean variable
that predicates if a field is the keyword. We speculatively
classify all the messages based on the values of the tentative
keyword. Observations can be made from the clustering results,
such as if messages within a cluster have similarity and if the
corresponding messages from the client side and the server
side fall into corresponding clusters. Random variables are
introduced to denote the confidence of these observations. A
joint probability distributions is constituted by considering the
correlations between the keyword variable and observation
variables. Posterior marginal probabilities can be computed
for keyword variables to indicate the likelihood of individual
fields being the true keyword. Once the keyword is identified,
messages are clustered based on the keyword values and type
specific structures can be disclosed by aligning and analyzing
messages in clusters.

Our contributions are summarized as follows.

• We address a key challenge in network protocol
reverse engineering – keyword identification, which
allows correctly clustering network messages and en-
ables high precision in downstream analysis such as
field identification and state machine reconstruction.

• We formulate keyword identification as a probabilistic
inference problem, which allows us to naturally model
the inherent uncertainty.

• We build an end-to-end system NETPLIER, which
stands for “Probabilistic NETwork ProtocoL Reverse
EngIneERing”. It takes network traces as input and
produces the final message format.

• We evaluate NETPLIER on 10 protocols commonly
used in competitor projects. Our results show that
NETPLIER can achieve 100% homogeneity and 97.9%
completeness, whereas the state-of-the-art techniques
can only achieve around 92% homogeneity and 52.3%
completeness. To validate generality, we use NET-
PLIER to reverse engineer wireless physical-layer pro-
tocols and multiple unknown protocols used in real
IoT devices. We also perform two case studies: (i)
reverse engineering the protocol for Google Nest, a
real world IoT smart app, allowing us to manipulate
the A/C unit controlled by the app, and (ii) reserve
engineering the C&C protocol for a recent malware,
allowing us to expose its hidden malicious behaviors.
NETPLIER and data are publicly available at [6].

II. MOTIVATION

In this section, we use an example to illustrate the limi-
tations of existing network trace based protocol reverse engi-
neering methods and motivate our technique.

A. Motivation Example

The trace snippet in Figure 1 contains a sequence of
messages of Distributed Network Protocol 3 (DNP3), which is
a communication protocol used in industrial control systems.
The trace records information about sent time, IP addresses and
ports of the source and destination, and data for each message.

The message data includes contents of protocols ranging from
application layer to physical layer. Each protocol’s message
data is composed of several fields. Consider the message
data of DNP3 in Figure 1. The bytes in bold are a specific
field denoting message type. It is also called the keyword.
Each message type has its own format, which defines the
syntax of this type. The sending and receiving of messages are
stateful within a network session. State transitions are usually
described by a state machine. To be specific, when a client
or server receives a new message, it determines its message
type by the keyword, parses the remaining fields following
the format of this type, and then takes actions according to
the state machine. For example in Figure 1, there are four
communication connections, which start with an Unsolicited
Response message mc0 , mc2 , mc3 , and mc4 from the client and
a corresponding Confirm message ms0 , ms2 , ms3 , and ms4
from the server, respectively. After a connection is established,
the server could make requests with different commands, e.g.,
to Write like ms1 , ms5 , and ms6 or to Read like ms7 , and the
client would confirm with the Response messages (e.g., mc1 ,
mc5 , mc6 , and mc7 ).

The main goal of protocol reverse engineering is to infer
a protocol’s syntax and semantics. The first step of protocol
reverse engineering is to group messages of the same type into
a cluster. Clustering is a crucial step as its results determine
the accuracy of further format and state machine inference.
Existing works usually consider messages from different di-
rections separately. In the following, we use messages from
the client as an example (mc0−mc7 ) and discuss how existing
techniques and our technique conduct clustering. The ideal
clustering result is to put messages mc0 ,mc2 ,mc3 ,mc4 into
a cluster, and messages mc1 ,mc5 ,mc6 , and mc7 . into another
cluster.

B. Alignment-based Clustering

Sequence alignment algorithms, such as Needleman &
Wunsch [64], are originally used in Biology for the purpose
of arranging DNA, RNA, and protein sequences to identify
regions of similarity. This idea was borrowed by a large body
of existing network trace based protocol reverse engineering
methods, such as PIP [22], ScriptGen [55], and Netzob [26].
They use pairwise sequence alignment algorithms to align
each pair of messages and compute a similarity score by the
alignment results. After constructing a similarity matrix, the
messages/clusters with the highest similarity are recursively
merged by a clustering algorithm, such as UPGMA [74].
Protocol format and state machine are then derived from the
clustering results.

The alignment-based clustering methods work on an as-
sumption that messages are of the same type if they have
similar sequences of values. However, this assumption is not
true all the time. For messages of the same type, they may
have different values for same fields. For messages of different
types, they may share some common fields and have the same
values. Figure 2a shows the alignment results of message pair
〈mc0 ,mc2〉 and 〈mc0 ,mc1〉. The red bytes are the same value
aligned together. We can see that although mc0 and mc2 are
of the same type, their similarity is lower than mc0 and mc1 ,
which are of different types (illustrated by the shade). Based on
this weak assumption, the clustering results are problematic.
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ID Time (s) SRC IP : Port DST IP : Port Data Type
!"# 0.00 10.0.0.3:20000 10.0.0.8:2789 05 64 0A 44 03 00 04 00 7C AE E6 F7 82 10 00 4F BD Unsolicited Response
!$# 3.04 10.0.0.8:2789 10.0.0.3:20000 05 64 08 C4 04 00 03 00 B4 B8 C0 D7 00 7A CE Confirm
!$% 3.04 10.0.0.8:2789 10.0.0.3:20000 05 64 12 C4 04 00 03 00 1E 7C C1 C1 02 32 01 07 01 EB E4 5A 87 FF 00 28 01 Write
!"% 3.06 10.0.0.3:20000 10.0.0.8:2789 05 64 0A 44 03 00 04 00 7C AE E7 C1 81 00 00 3B DB Response
!"& 2256.60 10.0.0.3:20000 10.0.0.8:2828 05 64 4C 44 03 00 04 00 D8 6B CC F3 82 00 00 33 01 07 01 E2 43 7D 87 FF 00 02 F8 C3 Unsolicited Response
!$& 2256.66 10.0.0.8:2828 10.0.0.3:20000 05 64 08 C4 04 00 03 00 B4 B8 C3 D3 00 78 D3 Confirm
!"' 2258.06 10.0.0.3:20000 10.0.0.8:2828 05 64 47 44 03 00 04 00 54 62 CD F4 82 00 00 33 01 07 01 D5 47 7D 87 FF 00 02 49 5C Unsolicited Response
!$' 2258.07 10.0.0.8:2828 10.0.0.3:20000 05 64 08 C4 04 00 03 00 B4 B8 C4 D4 00 31 18 Confirm
!"( 5847.38 10.0.0.3:20000 10.0.0.8:1086 05 64 0A 44 03 00 04 00 7C AE C0 F0 82 90 00 43 A2 Unsolicited Response
!$( 5850.02 10.0.0.8:1086 10.0.0.3:20000 05 64 08 C4 04 00 03 00 B4 B8 C0 D0 00 1B 49 Confirm
!$) 5850.57 10.0.0.8:1086 10.0.0.3:20000 05 64 12 C4 04 00 03 00 1E 7C C4 C4 02 32 01 07 01 5B 1E B4 87 FF 00 DA 67 Write
!") 5850.66 10.0.0.3:20000 10.0.0.8:1086 05 64 0A 44 03 00 04 00 7C AE C4 C4 81 80 00 80 A3 Response
!$* 5850.91 10.0.0.8:1086 10.0.0.3:20000 05 64 0E C4 04 00 03 00 6D D3 C6 C6 02 50 01 00 07 07 00 34 61 Write
!"* 5850.98 10.0.0.3:20000 10.0.0.8:1086 05 64 0A 44 03 00 04 00 7C AE C6 C6 81 00 00 0A 36 Response
!$+ 5851.20 10.0.0.8:1086 10.0.0.3:20000 05 64 14 C4 04 00 03 00 C7 17 C7 C7 01 3C 02 06 3C 03 06 3C 04 06 3C 01 06 6B AE Read
!"+ 5851.29 10.0.0.3:20000 10.0.0.8:1086 05 64 4E 44 03 00 04 00 6F 4D C7 C7 81 00 00 01 01 00 00 05 19 0A 02 00 00 05 C3 47 Response

Fig. 1: Motivation example: establishing multiple DNP3 (an industrial control protocol) connections and performing some data
transfer; plain and shaded messages originate from the client and server side, respectively.

05 64 0A 44 03 00 04 00 7C AE E6 F7 82 10 00 4F BD -- -- -- -- -- -- -- -- -- -- --

05 64 4C 44 03 00 04 00 D8 6B CC F3 82 00 00 33 01 07 01 E2 43 7D 87 FF 00 02 F8 C3

05 64 0A 44 03 00 04 00 7C AE E6 F7 82 10 00 4F BD

05 64 0A 44 03 00 04 00 7C AE E7 C1 81 00 00 3B DB

!"#
!"$

!"#
!"%

(a) Pairwise sequence alignment example

!"#

Cluster 1

!"$ !"%!"&!"' !"( !") !"*

Cluster 2

(b) Clustering results

Fig. 2: Clustering by Netzob. Plain-text and shaded messages
belong to two respective types

Figure 2b shows the clustering results by Netzob. It generates
two clusters and both contain messages of different types.
Based on the wrong clustering results, the further format and
state machine inference will also be inaccurate.

Another limitation of alignment-based clustering methods
is that it requires a threshold of similarity score to decide which
clusters should be merged together in the recursive clustering
step when using algorithms such as UPGMA. The clustering
results are sensitive to this threshold and different protocols
should use different thresholds. However, when reverse engi-
neering an unknown protocol, it is hard to compute the optimal
threshold without the ground truth. Normally, we can only use
a general threshold trained from other well studied protocols.
As such, the clustering accuracy likely degenerates.

C. Token-based Clustering

Token-based clustering methods split a message into tokens
and then group messages by specific token values or token
types. Most methods in this line, such as ASAP [52], Veri-
tas [81], Prisma [51], and ProDecoder [80], rely on predefined
delimiters or n-grams to split messages into tokens, and then
search for the ones with the most frequent values which can
be further used to cluster messages.

Another token-based clustering strategy is to use token
type patterns. Discoverer [35], the state-of-the-art token based

method, uses token type patterns to conduct initial clustering,
followed by a combination of representative token values and
sequence alignment algorithms to improve clustering results.
Figure 3a shows the tokenization results by Discoverer. It
considers consecutive bytes with printable ASCII values as
a text token, leveraging the observation that the same type of
network messages have the same mixture of binary sequences
and textual strings. So the second to the fourth bytes in
mc2 , mc3 , and mc7 are marked as a text token T, and the
other individual bytes are marked as binary tokens B. After
tokenization, it observes two different token patterns, sequence
“BBBB ... B” for mc0 , mc1 , mc4 , etc. and sequence “BTBB
... B” for mc2 , mc3 , and mc7 . The differences of the two
patterns are highlighted in red. As such, Discoverer produces
two initial clusters as shown in Figure 3b. Then it divides each
cluster into sub-clusters by values of potential representative
(PR). Finally, it utilizes message alignment to merge some of
the sub-clusters to a larger cluster to avoid over-partitioning.
For example, in the first cluster (mc0 , mc4 , mc1 , mc5 , mc6 ),
the token in red (‘B’) contains only two different values (81
and 82), which could be considered as a representative token
and used to obtain new sub-clusters (Cluster 1 and Cluster 2
in Figure 3c).

Finally it produces four clusters as shown in Figure 3c.
Although there is only one type in each cluster, each ground-
truth type (denoted by shade or no-shade) is suboptimally
divided into two smaller types (clusters). There are many
reasons causing this issue. First, there are no clear delimiters
in binary protocols. Hence most bytes are considered as
individual tokens, diminishing the value of tokenization as little
structural information is exposed. Also, the values of binary
tokens sometimes lie in the range of text tokens so that these
binary tokens could be mistaken for text tokens (e.g., the text
tokens in Figure 3a). A text string shorter than the minimum
length (for qualifying as a text token) is also wrongly marked
as binary tokens. Another problem is that there could be
multiple representative tokens found in the recursive clustering
and merging step. All these reasons lead to excessive token
types. In our experiments (Section V), Discoverer always
suffers from redundant clusters, which indicates its clustering
results are not concise.
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B B B B B B B B B B B B B B B B B
B B B B B B B B B B B B B B B B B
B T B B B B B B B B B B B B B B B B B B B B B B B B
B T B B B B B B B B B B B B B B B B B B B B B B B B
B B B B B B B B B B B B B B B B B
B B B B B B B B B B B B B B B B B
B B B B B B B B B B B B B B B B B
B T B B B B B B B B B B B B B B B B B B B B B B B B

!"#
!"$
!"%
!"&
!"'
!"(
!")
!"*

(a) Tokenization

PR: BBBBBBBBBBBBBBBBB PR: BTBBBBBBBBBBBBBBBBBBBBBBBB

!"# !"$ !"%!"&!"' !"( !") !"*

Initial Cluster 1 Initial Cluster 2

(b) Initial clustering

!"#

Cluster 1

!"$ !"%!"& !"'!"( !") !"*

Cluster 2 Cluster 3 Cluster 4

(c) Clustering results

Fig. 3: Clustering by Discoverer

D. Our Technique

Insights. From the above discussion, we observe that both
alignment-based clustering and token-based clustering rely on
the assumption that messages are of the same type if they
have similar values or patterns. However, in many cases this
assumption does not hold and incurs inaccurate clustering. In
fact when a client or a server receives a message, it determines
the message type only by the keyword. Thus, if we can infer
the field denoting the keyword, we would obtain the ideal clus-
tering results. Note that although some token-based clustering
methods use representative tokens for clustering [35], [80],
they only search for such tokens by statistics such as frequency,
which usually generates more than one representative token
and then leads to redundant clustering.

Another insight is to take better advantage of network
traces, which are the only input for trace based methods.
Existing works only analyze message data from one side (the
client side or the server side) to study the aforementioned hints.
However, we could observe more hints if we consider the mes-
sage traces from both sides, especially their correspondence.
For example, in Figure 1 we can see that all the Unsolicited
Response messages mc0 , mc2 , mc3 , and mc4 from the client
side have the Confirm messages ms0 , ms2 , ms3 , and ms4 from
the server as the response (for setting up a new connection).
Also, the Write messages ms1 , ms5 , and ms6 sent by the
server always trigger Response messages, i.e., mc1 , mc5 , and
mc6 from the client. These additional hints could be used to
improve and validate clustering results.

As we already know that all these hints have inherent
uncertainty as arbitrary byte sequences could appear as hints,
the results may be incorrect/contradictory if we only consider
few hints for clustering. For example, alignment-based clus-
tering methods only use the hint that messages with high
similarity are of the same type. Inspired by the application
of probabilistic inference in specification extraction [60], [34]
and program analysis [84], a more reasonable solution is to

05 64 0A 44 03 00 04 00 7C AE E6 F7 82 10 00 4F BD -- -- -- -- -- -- -- -- -- -- --
05 64 0A 44 03 00 04 00 7C AE E7 C1 81 00 00 3B DB -- -- -- -- -- -- -- -- -- -- --
05 64 4C 44 03 00 04 00 D8 6B CC F3 82 00 00 33 01 07 01 E2 43 7D 87 FF 00 02 F8 C3
05 64 47 44 03 00 04 00 54 62 CD F4 82 00 00 33 01 07 01 D5 47 7D 87 FF 00 02 49 5C
05 64 0A 44 03 00 04 00 7C AE C0 F0 82 90 00 43 A2 -- -- -- -- -- -- -- -- -- -- --
05 64 0A 44 03 00 04 00 7C AE C4 C4 81 80 00 80 A3 -- -- -- -- -- -- -- -- -- -- --
05 64 0A 44 03 00 04 00 7C AE C6 C6 81 00 00 0A 36 -- -- -- -- -- -- -- -- -- -- --
05 64 4E 44 03 00 04 00 6F 4D C7 C7 81 00 00 01 01 00 00 05 19 0A 02 00 00 05 C3 47

!"#
!"$
!"%
!"&
!"'
!"(
!")
!"*

+# +$ +% +& +' +( +) +* +, +- +$# +$$ +$%

(a) Multiple sequence alignment and keyword inference

!"#

Cluster 1

!"$!"%!"& !"' !"( !") !"*

Cluster 2

(b) Clustering results

Fig. 4: Clustering by NETPLIER

combine various kinds of hints together in a probabilistic
fashion. Specifically, a prior probability is assigned to each
hint denoting its uncertainty instead of making a simple deter-
ministic call. Probabilistic inference aggregates these hints and
computes a posterior distribution from which we can derive the
most likely keywords and clustering.

Our Idea. We use multiple sequence alignment (MSA) al-
gorithms on messages from both the client and server sides
and partition messages into a list of fields. MSA tends to
be conservative and only produces a comprehensive list of
fields, which provides a solid starting point. For each field, we
introduce a random variable to denote the probability of being
the keyword. Assume a field is the keyword, messages could be
grouped into different clusters by the value of the field, and
these clusters would satisfy some constraints, e.g., message
similarity constraints, remote coupling constraints, structure
coherence constraints, and dimension constraints. For each
constraint, We compute probabilities to serve as the degree
of compliance that we observe. With these probabilities, we
then perform probabilistic inference to derive the posterior
probability of random variables that denote our assumption,
i.e., the current field is the keyword. After checking all fields,
we can pick the one with the highest probability as the
keyword, and use it to cluster messages. In the motivation
example, we generate 12 fields from the MSA results of client
messages, as shown in Figure 4a. After probabilistic inference,
field f7 is chosen as the keyword with the highest posterior
probability. Then we can generate two correct clusters by the
values of f7, which is show in Figure 4b.

III. SYSTEM DESIGN

In this section, we discuss the system design, including
preprocessing, keyword field candidate generation, probabilis-
tic keyword identification, iterative alignment and clustering,
and format and state machine inference. Figure 5 shows the
workflow of NETPLIER.

A. Preprocessing

The input of NETPLIER is network traces which could be
captured by packet analyzers such as tcpdump. The packets in
traces follow the network layer models. The unknown proto-
cols we aim to reverse engineer are usually in the application
layer. Based on the knowledge of other existing protocols,
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Fig. 5: System design

we can reconstruct messages in these protocols, extract useful
information (e.g., port numbers from the network layer), and
discard data in irrelevant protocols. Finally, we standardize
network messages to include the following information: times-
tamp, IP address(es), port number(s), and data of the target
protocol. An example of such standardized messages can be
found in Figure 1.

By timestamp, IP address, and port number, we can
group messages into communication sessions. For exam-
ple, there are three sessions in the example shown in Fig-
ure 1, where mc0 ,ms0 ,ms1 ,mc1 belong to the first session,
mc2 ,ms2 ,mc3 ,ms3 belong to the second session, and the other
messages belong to the third session. The session information
will be used in the probabilistic inference and state machine
inference stages.

B. Keyword Field Candidate Generation

As mentioned earlier, identifying keywords (in network
messages) is critical. In this stage, we identify a set of fields
that are candidates for keywords.

Message data is composed of multiple fields. For the
example in Figure 1, all messages have similar field structures
and these fields are of the same length (except the last field).
Hence we can easily acquire the value of a field by its
position. However, for complex protocols, messages may have
different structures and some fields may have a variable length,
which makes a field appear at different positions in different
messages. For example, messages in Figure 6a have a field
for user name, which has a variable length. Intuitively, the
idea of recognizing such fields is to identify the fixed length
fields that bound fields of a variable length, by message
alignment. We observe that messages tend to share some
common values, especially for fixed length fields, e.g., “user”
and “age” in Figure 6a. Hence we can align messages to
expose such common sequences across messages, and then
identify the variable-length field(s) in between them. If mul-
tiple consecutive variable-length fields are present in between
two bounding fixed-length fields, NETPLIER may recognize
these variable-length fields as one monolithic variable-length
field. In practice, we rarely see such cases. Note that this is a
generally hard problem for any trace based revere engineering
techniques to precisely separate them.

As discussed earlier, pairwise alignment algorithms are
widely used by existing methods. However, pairwise alignment
only compares two sequences at one time, which substantially
affects scalability when the number of samples is large. There-
fore, we leverage multiple sequence alignment [39], which is

useraliceage20
userbobage25
usercarolage30

!"
!#
!$

(a) Original messages

u s e r a l i c e a g e 2 0
u s e r - - b o b a g e 2 5
u s e r c a r o l a g e 3 0

!"
!#
!$

(b) Alignment results

Fig. 6: Examples with variable-length fields

an extension of pairwise alignment in Bioinformatics and could
align all sequences at a time. There are various strategies used
to reduce computational complexity and improve accuracy for
multiple sequence alignment. Here, we use a combination
of progressive methods [39] and iterative refinement [62].
Progressive methods align the most similar sequences first and
then progressively add other sequences to the alignment re-
sults. Iterative refinement methods iteratively realign sequence
subsets of initial global alignment results to improve the
accuracy. Figure 6b shows the result after multiple sequence
alignment. Gaps (i.e., ‘-’) are inserted into the variable-length
fields in order to demonstrate alignment results.

Based on the initial alignment results (on all messages), we
partition message data into fields. For text data, we can use
predefined delimiters, such as a space character, to partition
message data into fields. However, binary data do not have
specific delimiters and its fields are usually a few bytes long.
We need to use the alignment results in a very conservative
way such that it considers every possible candidate of a field.
First, we consider each (aligned) byte as a single unit field. A
unit field is marked as static if all message data have the same
value for the field, otherwise dynamic. Then consecutive static
unit fields are merged to a larger unit field. For example, in
Figure 4a, fields f0, f2, and f9 are static unit fields, and the
others are dynamic (this may not be true as we only show a
short snippet with some fields elided due to the space limita-
tion). These unit fields denote a conservative list of candidates
for real fields, meaning that a field in the real specification is
a unit field or a concatenation of multiple unit fields. At the
end of this stage, we generate a list that includes all the unit
fields and their compositions that are shorter than a threshold
(i.e., 10 bytes in this paper). The compositions are also called
compound fields. The list denotes candidates for keyword fields
and is subject to the downstream probabilistic analysis. We
bound the size in order to reduce the number of candidate
fields to analyze. Note that in f12 we combine a sequence
of bytes as it is empty for some messages, which means it
could not be the keyword field and could be ignored. Although
most protocols use similar formats for both client side and
server side, some protocols may have substantially different
field structures. We hence generate fields for client side and
server side separately (while considering their correspondence
in probabilistic analysis). Note that although field candidate
generation is not complex, it ought to be conservative and
include the real (keyword) fields. NETPLIER relies on the later
probabilistic analysis to recognize the keyword fields with high
accuracy, which in turn allows identifying the other fields and
pruning the bogus ones.
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C. Probabilistic Keyword Identification

Given a list of keyword candidate fields for both sides,
we use a probabilistic method to infer which fields are most
likely the keywords. With keyword fields identified, messages
of the same type (i.e., having the same keyword value) can be
identified and further alignment and analysis can be performed
on these messages.

Let fields fc and fs be the potential keywords from the
client and the server sides, respectively. Client-side messages
are speculatively grouped into clusters (tc0 , tc1 , . . . ) by fc and
server-side messages are grouped to (ts0 , ts1 , . . . ) by fs. In
the example shown in Figure 1, the list of candidate fields
for client side messages are shown in Figure 4a. The server
side messages have a very similar list. Figure 7a shows the
clustering results of considering f1 the keyword for messages
on both the client and the server sides and Figure 7b shows
the results of considering f7 the keyword. For example, with
f1 the keyword, mc0 , mc1 , mc4 , mc5 , and mc6 belong to a
cluster as their f1 fields all have value A0, whereas ms0 , ms2 ,
ms3 , and ms4 belong to a cluster as their f1 values are 08
(see traces in Figure 1).

If the keyword speculation is true, i.e., the messages in
a cluster (grouped by the keyword values) are indeed of the
same type, we should have the following observations from
the generated clusters.

Observation 1. Messages in the same cluster should be more
similar than messages in different clusters.

Observation 2. Clusters on the client side and the server
side should have correspondence. In other words, messages
belonging to a cluster on one side (e.g., requests from the
client side) very likely have their counterparts on the other
side (e.g., corresponding responses from the server side) in a
cluster too.

Observation 3. Messages in the same cluster follow the same
field structure.

Observation 4. There should not be too many clusters. In each
cluster, there should be enough number of messages.

These observations may have uncertainty. In other words,
true clusters may not demonstrate such observations and their
presence does not necessarily imply true clustering either.
Therefore, we introduce a random variable (with boolean
value) to indicate if a candidate is the true keyword. The
variables (for all the candidates from both client and server)
and the observations form a joint probability distribution. We
hence formulate keyword identification as a probabilistic infer-
ence problem computing the marginal posterior probabilities of
keyword random variables given the observations. As we will
explain in Section IV, the inference rules may be directional
(i.e., Bayesian inference [27]) or un-directional (Markov ran-
dom fields [48]). We leverage a general graph model called
factor graph that supports both types. After inference, the
random variable with the largest posterior probability indicates
the most likely keyword pair.

D. Iterative Alignment and Clustering

MSA may not produce the intended alignment in the first
place as it is inherently uncertain as well. As a result, the field
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Fig. 7: Clustering results of different fields

separation may be problematic, rendering erroneous down-
stream results. We resort to iterative alignment and clustering
to address the problem. Intuitively, assume MSA does not
align properly and hence the keyword cannot be correctly
identified. Nonetheless, the probabilistic inference and clus-
tering are likely to reduce structural divergence of messages
within clusters. As such, for each cluster, we perform MSA and
the probabilistic keyword identification. We then compare the
resulted keywords with the original ones. If the new keywords
can lead to better global partitioning of all the messages
(evaluated by metrics derived from the aforementioned four
observations), we replace the original keywords with the new
ones. The process repeats until no better keywords can be
identified. As shown in Section V, the strategy is particularly
effective for protocols that have substantial message length
variation such as DHCP.

E. Format and State Machine Inference

As discussed earlier, each message is split into several
aligned fields after multiple sequence alignment (e.g., Fig-
ure 4a). After iterative alignment and clustering, the format
for each type can be directly recovered by summarizing the
fields of all messages in the same cluster. The format includes
fields defined with length (L), value (V ), and field type (S:
static field with a specific value; ’D’: dynamic field with
a list of potential values). For example, in Figure 4a, field
f0 can be denoted as S(V =′ 0504′); field f7 can be
D(L = 1, V = [′82′,′ 81′]), which is a dynamic field with
two potential values; and field f12 can be D(L = (0, 11)),
which is a variable-length field or optional field as it is empty
for some messages. New messages could be generated based
on the formats.

In addition, we make use of an existing technique [25] to
infer state machine. The technique works well when message
types are properly defined. The basic idea is to derive message
type sequences for each session (in the traces) and aggregate
such sequences to form a state machine. Details are elided as
it is not our contribution.

Note that full format and state machine inference are not
the focus of this paper, which are only provided to evaluate
clustering results (Section V-C and Section V-D). More precise
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inference could be generated if prior knowledge is used to
detect some common fields first [26], [54], [69], e.g., length
field or address field. This is beyond the scope of this paper.

IV. PROBABILISTIC KEYWORD IDENTIFICATION

A key step in our technique is to model uncertainty in
keyword identification as a joint distribution of observations
and a set of random variables, each denoting if a candidate
field is the keyword of messages. In this section, we discuss
the details of how to model the uncertainty with probabilities
and conduct probabilistic inference with a graphical model.

A. Random Variables and Probabilistic Constraints

The first three columns of Table I define the predicates,
their symbols, and descriptions. A predicate has a boolean
value and is associated with a random variable in our system.
In the rest of the paper, we do not distinguish the terms
random variable and predicate. Particularly, the keyword pred-
icate K(f) asserts if field f is the keyword field. The other
predicates assert the observations. M(f, c) asserts that the
messages in a cluster c by keyword f have higher similar-
ity among themselves than with messages in other clusters;
R(f, c) asserts that for the messages in c, their corresponding
messages on the other side should belong to a same cluster;
S(f, c) asserts that the messages in c should have similar field
structure; and D(f) is a global assertion (i.e., not specific to
a cluster), asserting that keyword f does not lead to too many
clusters and each cluster shall have sufficient messages.

The last column in Table I presents the set of constraints
related to the predicates. Intuitively, they denote the correla-
tions of the random variables, which can be considered as
joint distributions of these variables. Each predicate has two
kinds of constraints. The first kind is called the observation
constraint that associates predicates with prior probabilities.
They are sub-scripted with a single symbol denoting the asso-
ciated predicate. For example, constraint Cm is the observation
constraint for the message similarity predicate M(f, c). Its
body M(f, c) = 1(pm) means the following “the predicate
M(f, c) has the prior probability of pm to be true”. The other
observation constraints are similarly defined. We will explain
how the prior probabilities are systematically derived later in
this section.

The second kind of constraints is called the inference
constraints. They are sub-scripted with an implication relation.
The implication could proceed in two ways: from an obser-
vation predicate to a keyword predicate or from a keyword
predicate to an observation predicate. They are probabilistic,
regulated by an implication probability. For example, Ck→m :
K(f)

pm→−−−→ M(f, c) in the third row, fourth column of Table I
denotes that if f is the keyword, there is pm→ chance that the
messages in cluster c (formed using f as the keyword) have
higher inner-cluster similarity than inter-cluster similarity. The
following constraint Ck←m represents the opposite direction
of reasoning. Intuitively, the two constraints describe the
uncertainty of the relations between K and M . For example,
even if f is the true keyword, it is still possible that messages
of the same type do not have high similarity. Theoretically, the
uncertainty, denoted by the implication probabilities, e.g., pm→

TABLE I: Predicate/random variable and constraint definition

Predicate Symbol Definition Related Constraints

Keyword K(f) Field f is the keyword.

Message
Similarity

Messages in cluster c have Cm :M(f, c) = 1 (pm)

M(f, c) higher inner similarity than Ck→m :K(f)
pm→−−−−→M(f, c)

inter similarity. Ck←m :K(f)
pm←←−−−−M(f, c)

Remote
Coupling

The corresponding messages Cr : R(f, c) = 1 (pr)

R(f, c) of those in cluster c Ck→r : K(f)
pr→−−−→ R(f, c)

belong to a same cluster. Ck←r : K(f)
pr←←−−− R(f, c)

Structure
Coherence

Messages in cluster c have
similar field structure.

Cs : S(f, c) = 1 (ps)

S(f, c) Ck→s : K(f)
ps→−−−→ S(f, c)

Ck←s : K(f)
ps←←−−− S(f, c)

There are not an excessive number Cd : D(f) = 1 (pd)

Dimension D(f) of clusters and each cluster has Ck→d : K(f)
pd→−−−→ D(f)

enough number of messages. Ck←d : K(f)
pd←←−−− D(f)

and pm←, follow some normal distribution that can be approxi-
mated using predefined constants based on domain knowledge.
In practice, existing literature of probability inference typically
makes use of pre-defined prior probability values derived from
domain knowledge [84], [45], [36], [58], [21], [60], [50].
Existing studies also show that inference results are usually
not sensitive to these values due to the iterative nature of
inference algorithm. We follow the same practice such as using
0.95 for likely and 0.1 for unlikely, and adjust the implication
probabilities based on these two values according to the level
of uncertainty of individual observations. For example, the
implication probability pr→ for the remote coupling constraint
Ck→r (from the keyword to the coupling predicate) is 0.9 as
there is little uncertainty. That is, the response messages of
the same kind of request messages highly likely belong to the
same kind. However, along the opposite direction, pr← = 0.8
denotes that if corresponding messages on the two sides belong
to two respective clusters, we cannot be so confident that f is
the right keyword, as such perfect coupling could be by chance.
The implication probabilities for message similarity are lower
than those for remote coupling as they are more uncertain.
In NETPLIER, probabilities p→ are set to be 0.8 for message
similarity constraints and 0.9 for the others. Probabilities p←
lies in [0.6, 0.8] depending on cluster sizes. In Section V, we
validate these implication probabilities in small datasets (100
messages). We notice that our system is not sensitive to these
parameters, consistent with the literature.

B. Determining Prior Observation Probabilities

In the following, we discuss in details how to compute
the prior probabilities for observation constraints pm, pr, ps
and pd. Different from implication probabilities that denote
reasoning uncertainty and are largely stable, these probabilities
describe observation data and vary a lot with the field f we
use to cluster messages.

Message Similarity Constraints.

Based on the MSA results, we can compute the similarity
score of a pair of aligned messages:

s =
Number of identical bytes

Sum of total bytes of the two messages
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m2 belong to different message types with different field
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After obtaining similarity scores of all message pairs, a simi-
larity score matrix is constructed. For each keyword candidate
field f , we can divide all similarity scores into two classes
based on its clustering results: inner scores, where the two
messages are from the same cluster, and inter scores, where
the two messages are from different clusters.

Ideally, message similarity constraints require that all inner
scores are higher than inter scores. If so, this constraint would
be observed with full confidence, we would hence set pm to 1.
However, the distributions of the two kinds of scores usually
overlap, indicating the errors of false match and false non-
match. These terms are drawn from biometrics [68] where
multiple sequence alignment is widely used. Intuitively in our
context, the former indicates messages of different kinds are
undesirably grouped into a cluster, whereas the later indicates
messages of the same kind are undesirably placed in different
clusters. We quantify the overlap by computing the two errors.
Smaller error values lead to a higher prior probability of
message similarity constraints.

Specifically, for a threshold t ranging from 0 to 1, we can
compute the False Match Rate (FMR) and False Non-Match
Rate (FNMR) as follows.

FMR =
Number of inter scores which are greater than t

Number of inter scores

FNMR =
Number of inner scores which are smaller than t

Number of inner scores
Considering all t in [0, 1], we can draw the curves of FMR and
FNMR, as shown in Figure 8. Observe that when t increases,
FMR decreases and FNMR increases. To describe the similar-
ity constraints, we need to consider both FMR and FNMR at
the same time. Following the practice in biometrics [30], we
choose the intersection of the two curves, which balances both
FMR and FNMR. The error rate value at the intersection is also
called Equal Error Rate (EER), which describes the overall
accuracy of the clustering results and we have the following.

pm = 1− EER

It means that the lower the EER, the higher confidence we
have for the message similarity constraint M .

TABLE II: Example of remote coupling constraints. The
arrows “→” and “←” denote from client to server and server
to client, respectively

Message pairs Message type
pairs of f1

Message type
pairs of f7

Traces Pairs Traces Pairs Traces Pairs

Se
ss

io
n

1 mc0
→ 〈

mc0 ,ms0

〉 tc1 → 〈
tc1 , ts1

〉 tc1 → 〈
tc1 , ts1

〉
←ms0 ← ts1 ← ts1
←ms1

〈
ms1

,mc1

〉 ← ts2
〈
ts2 , tc1

〉 ← ts2
〈
ts2 , tc2

〉
mc1

→ tc1 → tc2 →

Se
ss

io
n

2 mc2
→ 〈

mc2
,ms2

〉 tc2 → 〈
tc2 , ts1

〉 tc1 → 〈
tc1 , ts1

〉
←ms2

← ts1 ← ts1
mc3 → 〈

mc3
,ms3

〉 tc3 → 〈
tc3 , ts1

〉 tc1 → 〈
tc1 , ts1

〉
←ms3

← ts1 ← ts1

Se
ss

io
n

3

mc4 → 〈
mc4

,ms4

〉 tc1 → 〈
tc1 , ts1

〉 tc1 → 〈
tc1 , ts1

〉
←ms4

← ts1 ← ts1
←ms5

〈
ms5 ,mc5

〉 ← ts2
〈
ts2 , tc1

〉 ← ts2
〈
ts2 , tc2

〉
mc5 → tc1 → tc2 →

←ms6
〈
ms6

,mc6

〉 ← ts3
〈
ts3 , tc1

〉 ← ts2
〈
ts2 , tc2

〉
mc6

→ tc1 → tc2 →
←ms7

〈
ms6

,mc6

〉 ← ts4
〈
ts4 , tc4

〉 ← ts2
〈
ts2 , tc2

〉
mc7 → tc4 → tc2 ←

As discussed in Section II-B, alignment-based clustering
methods also utilize similarity scores. However, they have to
train a fixed threshold for all protocols, which cannot avoid
errors due to the overlap and different score distributions
of different protocols. In contrast, We use EER to describe
the distribution of similarity scores and do not need a fixed
threshold.

Remote Coupling Constraints. In the preprocessing step,
we split original traces into sessions, in which we can group
messages from client side and server side into pairs by their
timestamps, IP, and port numbers. For example in Figure 1,
we can generate message pairs as shown in Table II. After
clustering by the candidate keywords of both sides, messages
can be replaced with clusters they belong to and message
pairs are transformed to cluster pairs. The right two columns
show the cluster pairs we generate by fields f1 and f7,
respectively. For a cluster on one side with size N , we count
the largest number of corresponding messages on the other
side that belong to a same cluster, denoted by M , and have
the following.

pr =
M

N

For example, for the message type pairs of f1, there are four
clusters (in red) paired up with ts1 , two of which are tc1 . As
such, the pr for cluster ts1 is 0.50. In Table II for f7, there
are only two unique cluster pairs, i.e., 〈tc1 , ts1〉 and 〈ts2 , tc2〉.
Therefore, all clusters have their pr = 1, suggesting better
clustering quality than using f1.

Structure Coherence Constraints. Structure coherence con-
straints state that messages of the same type share similar field
structure. For messages of different types, they may share some
common fields, separated by their unique fields. When aligning
these messages, alignment gaps are formed due to these type-
specific fields. For example in Figure 9, the two messages
are of different types with different field structure. If they are
wrongly put into a cluster, a lot of gaps (‘-’) will be inserted
to make their common fields aligned. Although gaps also exist
in the alignment for messages of the same type (due to data
variation), the former case usually results in more gaps. Hence,
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after clustering with the candidate field, we align messages
in the same cluster again and count the average number of
alignment gaps. The proportion of gaps is used as the prior
probability of coherence constraints.

ps = 1− Average number of gaps in a message
Total length of an (aligned) message

For example, there are 4 messages mc0 , mc2 , mc3 , and mc4
in cluster tc1 of field f7 in Figure 7b. Based on the MSA
results shown in Figure 4a, messages mc0 and mc4 have 11
gaps after alignment, denoted by the symbols ‘-’ inserted at
the tail after alignment. In contrast, mc2 and mc3 have no
gap. After alignment (and gap insertion), all the four messages
have the length of 28. Hence the average number of gaps is
(11 + 0 + 0 + 11)/4 = 5.5 for tc1 and ps for the cluster is
computed as 1− 5.5/28.

Dimension Constraints. We consider two metrics in dimen-
sion constraints: the total number of clusters and the number
of single-message clusters, in which there is only a single
message.

The first metric is defined as follows.

rdistinct value =
Number of distinct field values

Number of messages

We compare it with a threshold tvalue, which is conservatively
set to 0.5 in this paper. If the metric is greater than the
threshold, it means that the candidate field generates too many
clusters, which is less likely to be a true keyword. Note that
a true keyword usually has only a small number of distinct
values. Thus 0.5 is a very conservative value to make sure
the true keyword will not be ignored and it doesn’t affect the
number of generated clusters.

The second metric is the proportion of single-message
clusters over the total number of clusters.

rsingle cluster =
Number of single-message clusters

Number of clusters
It is also compared against a threshold tsingle, which is 0.5
as well in this paper. If both values are smaller than their
thresholds, the dimension constraint is given a high probability,
e.g., 0.95. Otherwise it is set a low probability, e.g., 0.1.

pd =

0.95,
if rdistinct value < tvalue
and rsingle cluster < tsingle

0.1, otherwise

From the clustering results shown in Figure 7, we can decide
that rsingle cluster for field f1 is 5/8, thus its pd is 0.1, whereas
f7 satisfies both conditions and its pd is 0.95.

Normalization. As discussed above, the four observation
constraints are represented by different metrics, which do not
mean general probabilities and may have different distribu-
tions. For example, EER is usually in range [0.3, 0.6], while
the computed pr for remote coupling constraints could be as
high as 1. If probabilities of one type of observation constraint
are limited in a small range, this type of observation constraint
may play a less important role compared with others. To
avoid this issue, we normalize probabilities of the same type
of constraints for all candidate fields to the same range, e.g.,
[0.1, 0.95], before further probabilistic inference.

C. Probabilistic Inference

In this stage, all the constraints are considered together to
form a joint distribution. Let boolean variable k denote the
keyword predicate and xi denote the observation predicates in
Table I. Then all constraints can be represented as probabilistic
functions with boolean variables. Specifically, an observation
constraint xi = 1(p) is translated as follows.

f(xi) =

{
p, if xi is true
1− p, otherwise

And an inference constraint k
p→−−→ xi is translated as follows.

f(k, xi) =

{
p→, if k → xi is true
1− p→, otherwise

Inference constraint k
p←←−− xi is similarly transformed. Then

the conjunction of all the constraints can be denoted as the
product of all the corresponding probabilistic functions:

f(k, x1, x2, . . . , xn) = f1 × f2 × · · · × fm

The joint probability function is defined as follows [53].

p(k, x1, x2, . . . , xn) =
f1 × f2 × · · · × fm∑

k,x1,...,xn
(f1 × f2 × · · · × fm)

Our interest is the marginal probability of the assumption
k, which is the sum over all observation variables. This
value represents the probability that the candidate field is the
keyword.

p(k) =
∑

x1,...,xn

p(k, x1, x2, . . . , xn)

Factor Graph. Due to the large number of constraints, the
computation of the marginal probability is very expensive.
We use a graphical model, factor graph [86], to represent
all probabilistic functions and conduct efficient computation.
A factor graph is a bipartite graph with two kinds of nodes,
i.e., factor nodes and variable nodes. Factor nodes represent
probabilistic functions. Variable nodes represent the variables
used in probabilistic functions with edges connected to the
corresponding factor nodes. Then the sum-product belief
propagation algorithm [53] is used to compute the marginal
probability of a node by iterative message passing in an
efficient way. Intuitively, one can consider this as a rumor
spreading procedure. The observations are initial rumors. In
each iteration, each variable (think of it as a person) collects
all the rumors about itself from its neighbors, aggregates them,
and passes the aggregated rumor on to the connected factors.
Each factor (involving multiple variables) collects the rumors
of its variables and computes marginal probabilities based on
the conditional probabilities denoted by the factor and then
propagates the computed probabilities to its variables. The
process repeats until convergence. We are using an off-the-
shelf factor graph engine [17]. The details are hence elided.

V. EVALUATION

A few protocol reverse engineering works have been pro-
posed to cluster messages based on network traces. However,
their evaluation studies are inadequate in a number of places.
Most works only conduct experiments on a small number of
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protocols with the focus on text protocols. As discussed earlier,
it is usually more difficult to cluster binary protocols. Most
works rely on sensitive parameters which need to be adjusted
for different protocols. Hence, they ought to be evaluated
against more protocols to illustrate effectiveness and generality.
Another common issue is that most existing works do not
make their systems publicly available, nor do they use public
datasets. This makes it hard to validate these methods or
conduct comparative studies.

As binary analysis and network trace based techniques have
different application scenarios and none of binary analysis
techniques is publicly available, it is difficult to compare NET-
PLIER with binary analysis techniques. Hence, our compara-
tive studies focus on existing network trace based techniques.
In this section, we compare NETPLIER with two state-of-the-
art methods, Netzob and Discoverer, and show the advantage
of NETPLIER with experiments on clustering of different
protocols and datasets of different sizes, format inference, and
state machine inference (Section V-A - Section V-D).

Internet of Things (IoT) devices are increasingly popular
today. The evaluation of existing protocol reverse engineering
works usually focus on well-known application layer protocols,
while IoT devices often have customized or self-defined pro-
tocols for wireless communication. To validate the generality
of NETPLIER, we also compare with AWRE [69], a recent
work for the physical layer of proprietary wireless protocols
(Section V-E), and conduct evaluation with multiple unknown
protocols used in real IoT devices (Section V-F).

A. Experiment Setup

Datasets. We construct our datasets from several publicly
available traces [66], [41], [9], [5], [11], [14]. We filter
messages of 10 common protocols from these traces with focus
on binary protocols. Note that we cover most protocols tested
by existing works, while each existing work usually only tested
a small part of these protocols. For each protocol, we filter at
least 1000 messages except TFTP due to the lack of enough
messages. Table III shows the statistical information of the
datasets. These protocols represent different categories. FTP is
a common text protocol. DHCP has complex field structures
which lead to low message similarities. ICMP and NTP are
simple in structure but may contain broadcast messages, which
leads to fewer coupling constraints. SMB and SMB2 are two
versions with different field structures and both have many
message types, as shown in Table III. TFTP is used for file
transfer and its messages may vary a lot in length. ZeroAccess
is a P2P botnet protocol, which is a representative of command
and control protocols. DNP3 and Modbus are two commonly
used protocols in industrial control systems. The variety of
these protocols shows the generality of our method.

Implementation. In NETPLIER, we use MAFFT [46] for
multiple sequence alignment and pgmpy [17] for probabilistic
inference. As mentioned before, most existing works are not
open-sourced. Hence we re-implement the two representa-
tive clustering methods discussed in Section II, Netzob and
Discoverer, for comparative studies. We implement Netzob
on its underlying framework [7] and implement Discoverer
based on a through study of its paper. The parameters are
chosen following Bossert’s work [25] and trained on small

TABLE III: Dataset information

Protocol # Message # Message Types # SessionClient Server Total Client Server

DHCP 523 477 1000 3 2 100
DNP3 460 540 1000 3 3 40
FTP 458 542 1000 14 15 30

ICMP 492 508 1000 1 2 73
Modbus 494 506 1000 4 4 13

NTP 678 322 1000 3 1 83
SMB 454 546 1000 9 10 89
SMB2 510 490 1000 14 15 242
TFTP 225 228 453 4 1 34

ZeroAccess 577 433 1000 1 1 278

datasets with 100 messages. As only partial data of Netzob
are public and Discoverer used proprietary datasets, it is
hard to compare with original works. However, we test our
implementations on the datasets used in Netzob and achieve
similar results, which provides validation of the correctness of
our re-implementation.

B. Evaluation of Clustering

Evaluation Metrics. Some non-keyword fields may play the
same role as a keyword and also generate correct clusters.
Thus, the evaluation is focused on the clustering results instead
of the keyword identification. Existing works use different
metrics in their experiments to evaluate clustering results and
most of them have similar meanings. In this paper, we use com-
mon objectives for clustering performance evaluation, which
are called homogeneity and completeness [71]. Homogeneity
means that each cluster contains only messages of a single
message type, while completeness means all messages of a
given type are assigned to the same cluster. We use two scores
to measure homogeneity and completeness, denoted as h and
c, respectively. The two scores are computed using conditional
entropy analysis. Specifically, let n denote the total number of
messages, nt and nc denote the number of messages belonging
to message type t and cluster c, and nt,c denote the number of
messages from type t assigned to cluster c. Then the entropy
of the types (H(T )) is defined as:

H(T ) = −
|T |∑
t=1

nt

n
∗ log nt

n

And the conditional entropy of the types given the cluster
assignments is defined as:

H(T |C) = −
|T |∑
t=1

|C|∑
c=1

nt,c

n
∗ log nt,c

nc

The entropy of the clusters (H(C)) and the conditional entropy
of clusters given type (H(C|T )) are defined in a symmetric
way. Then scores h and c are computed as:

h = 1− H(T |C)

H(T )

c = 1− H(C|T )
H(C)
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Fig. 10: Clustering result
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Fig. 11: Clustering result on datasets of different sizes

The two scores range from 0 to 1 and the higher the better.
To consider the two metrics together, we also introduce their
harmonic mean, which is called V-measure. The score of V-
measure (v) can be computed as:

v = 2 ∗ h ∗ c
h+ c

In the following experiments, we will compute the three
metrics to measure the clustering results.

Results of Different Protocols. We compare our method with
Netzob and Discoverer on different protocols. As Netzob and
Discoverer only consider messages from one side, we use them
to cluster messages of the client side and server side separately,
and then compute metrics with all clusters, while NETPLIER
infers the keywords of both sides at the same time and its
results consider all messages already.

NETPLIER identifies the keyword after two rounds of the
iterative alignment and clustering for DHCP, and uses only
one round for other protocols. This is due to the complex field
structures of DHCP, which causes some alignment errors in
the first round. The clustering results of different protocols
are shown in Figure 10. NETPLIER substantially outperforms
Netzob and Discoverer for all protocols. Homogeneity and
completeness are determined by correctly recovering message
types. Since NetPlier recognizes keywords correctly, both
metrics are 100%, which is the advantage of NetPlier. The
only exception is NTP, for which NETPLIER generates a few
more clusters and gets a completeness score of 0.788. This
is because NTP uses several bits representing its keyword,
while the minimal keyword candidate generated in NETPLIER
is a byte. Nonetheless, NETPLIER still outperforms Netzob
and Discoverer clearly. Netzob and Discoverer have similar
performance. Although they perform well in homogeneity,
their completeness scores are much lower. As we discussed
before, Netzob and Discoverer are not able to identify the exact
number of clusters. They are sensitive to their parameters and

make deterministic decisions in the presence of uncertainty,
which makes it hard to balance both homogeneity and com-
pleteness. Hence they usually generate more clusters to make
sure the accuracy, which leads to a low completeness score.

Datasets of Different Sizes. Besides different protocol types,
the protocol reverse engineering methods may also be affected
by the data sizes. To show the stability of NETPLIER, we
also compare the results of datasets with different sizes. We
choose five common protocols with enough messages and
construct three datasets with different sizes (100, 1000, and
10000 messages) for each protocol. Figure 11 shows the
clustering results on these datasets. We can see that NETPLIER
performs stably on different sizes with most scores being 1.
For DHCP of 10000 messages, NETPLIER’s performance on
completeness drops slightly (0.993) due to the complex option
fields. Note that Netzob could not handle the datasets of 10000
messages due to the exponential complexity and huge memory
consumption of its pair-wise alignment. In general, when the
number of messages increases, the homogeneity of Netzob and
Discoverer stays in the same level or increases slightly, while
the completeness decreases obviously. This shows that Netzob
and Discoverer are not stable for inputs of different sizes even
for the same protocol.

All experiments were conducted on a server equipped with
32-cores CPU (Intel R© XeonTM E5-2690 @ 2.90GHz) and
128G main memory. Table IV shows the execution time and
maximum memory on datasets of 1000 messages. NETPLIER
and Discoverer also generate formats of each cluster at the
same time, while Netzob only conducts clustering. NETPLIER
consumes similar memory resource to Discoverer and is much
less than Netzob. Note that Netzob consumes lots of memory
and it stops execution for datasets with 10000 messages as
shown in Figure 11. The bottleneck of NETPLIER lies in
MSA, as we use iterative refinement in MSA and constraints
generation. The time complexity of MSA could vary a lot for
different protocols. For well-formatted protocols, e.g., DNP3,
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TABLE IV: Overhead measurement (The unit of Time is min and the unit of Memory is MB)

Protocol Netzob Discoverer NETPLIER
MSA Constraints Generation Probabilistic Inference

Time Memory Time Memory Time Memory Time Memory Time Memory

DHCP 17.092 124.420 0.034 13.973 82.555 0.059 4.645 14.882 9.996 5.411
DNP3 1.361 104.282 0.002 0.519 4.598 0.059 1.207 15.208 25.891 60.965
FTP 1.549 103.815 0.002 0.210 20.668 0.059 5.862 15.365 103.022 58.962

ICMP 1.735 102.543 0.005 0.995 6.780 0.059 0.385 14.829 2.055 8.919
Modbus 1.357 99.336 0.004 1.268 7.384 0.059 0.660 14.894 4.781 20.439

NTP 2.090 122.784 0.013 2.510 6.171 0.059 6.402 17.681 242.330 106.033
SMB 1.917 109.549 0.015 3.687 23.053 0.059 6.348 15.481 122.812 61.950

SMB2 5.803 114.231 0.017 4.176 39.392 0.059 9.628 15.048 37.799 31.890
TFTP 3.299 34.400 0.049 30.966 83.585 0.059 0.466 4.120 0.044 1.336

ZeroAccess 19.258 109.291 0.072 32.571 59.127 0.059 2.332 18.163 0.396 1.170

it is close to O(N ∗ L), where N is the number of messages
and L is the length of a message. However, for complex
protocols, e.g., with many variable-length fields, the worst case
is O(L ∗N2). The time complexity for constraints generation
is O(N2) as we need to compare each two messages for
similarity. The time for probabilistic inference is determined
by the number of fields which does not grow with the dataset
sizes. Although NETPLIER executes slower than the other two
baselines due to the need of aligning complex messages and
probabilistic inference in datasets of 1000 messages, we argue
that the overhead is reasonable as it is an offline technique and
hence one-time effort. Also, as discussed above, NETPLIER is
not sensitive to data sizes, which means the overhead could be
improved by executed on smaller datasets.

C. Evaluation of Format Inference

To show the benefits of our clustering results, we further
infer the field structures. The clustering results of Discover and
NETPLIER already contain the format information. Netzob’s
format inference is based on its pairwise alignment [25].
However, it has to consider the alignment results of all pairs in
a cluster at the same time. As such, its format inference can
handle fewer messages than the clustering stage. We utilize
tshark [12] to obtain the ground truth, i.e., the information
of true fields. Then for each inferred field, we compare its
boundaries and values with true fields. We consider an inferred
field as a correct one if the inferred field is part of a single true
field or combines several consecutive true fields. Specifically,
the field is accurate if it perfectly matches a true field.
However, an inferred field is considered to be incorrect if it
contains multiple incomplete true fields. It is also incorrect if a
dynamic field is mistaken as static. For example, as discussed
above, prior works usually generate more clusters to improve
the homogeneity, so messages of the same type may be placed
into multiple clusters. Some fields may be considered as static
as all messages in the cluster have the same value. However,
messages of the same type in other clusters may have different
values, which means they are actually dynamic fields. Note that
h, c, and v scores are common metrics used in clustering when
having ground truth labels. They cannot be directly applied to
measuring the results of format and state machine inferences.
Then two metrics, correctness and perfection, are computed to
measure the inferred formats, which are defined as follows:

correctness =
Number of correct fields

Number of total inferred fields

TABLE V: Evaluation of format inference

Protocol Netzob Discoverer NETPLIER
Corr. Perf. Corr. Perf. Corr. Perf.

DHCP 0.089 0.000 0.768 0.016 0.994 0.014
DNP3 0.702 0.099 0.486 0.018 0.752 0.183
FTP 1.000 1.000 1.000 1.000 1.000 1.000

ICMP 0.571 0.144 0.259 0.102 0.972 0.090
Modbus 0.587 0.084 0.344 0.049 0.698 0.049

NTP 0.830 0.000 0.661 0.000 0.851 0.000
SMB 0.660 0.152 0.608 0.207 0.964 0.237

SMB2 0.349 0.003 0.793 0.041 0.923 0.069
TFTP 0.666 0.454 0.147 0.000 0.986 0.009

ZeroAccess N/A N/A 0.155 0.000 0.980 0.000

perfection =
Number of accurate fields
Number of total true fields

Table V shows the results of format inference. As textual
protocols could utilize delimiters to generate fields, all meth-
ods can achieve 100% correctness and perfection on FTP.
For binary protocols, we can see that our clustering results
obviously improve the correctness of format inference, which
means it is more likely to generate valid messages based on
our inferred formats. Due to the nature of network trace based
techniques, the perfection of all techniques tends to be low. For
example, all the ZeroAccess messages in our datasets have the
same value for some bytes in a true field. These bytes will
be separated as static fields, which is correct but not perfect.
So both Discover and our method achieve 0% perfection. The
largest ZeroAccess cluster generated by Netzob contains more
than 500 messages, which is beyond its handling capacity.
Thus Netzob fails to generate formats for ZeroAccess due to
timeout. Note that correct field formats can still generate valid
messages even if they are not accurate.

D. Evaluation of State Machine Inference

After clustering, we can further infer the finite state ma-
chine (FSM). The effectiveness of FSM inference is deter-
mined by the clustering results. Low completeness of clus-
tering leads to excessive states, making state machine too
complex to provide useful information. Table VI shows the
number of inferred FSM states. The ground truth is computed
from the specification. Compared with Netzob and Discoverer,
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TABLE VI: Number of states

Protocol Groud truth Netzob Discoverer NETPLIER

DHCP 8 77 56 8
DNP3 11 11 11 11
FTP 11 20 11 11

ICMP 10 12 20 10
Modbus 42 42 90 42

NTP 69 152 179 137
SMB 16 89 58 16

SMB2 111 327 126 111
TFTP 4 4 4 4

ZeroAccess 6 12 97 6

NETPLIER always generates fewer states, and for most proto-
cols, it has the same number of states as the ground truth,
including those that are very complex. In contrast, Netzob
and Discoverer could generate 2 to 3 times more states. Note
the Discoverer identifies more keywords than those indicating
message types. As such, on one hand, it generates smaller
clusters that may denote message subtypes. On the other
hand, the overly fine-grained information creates troubles for
downstream applications such as format and state-machine
inference as suggested by our results. This indicates correctly
recognizing message types is critical. NETPLIER is designed
to serve that purpose.

E. Evaluation of Other Layer Protocols

As discussed earlier, existing protocol reverse engineering
works usually focus on application layer protocols. However,
in wireless communication, physical layer protocols could also
be proprietorially designed, where existing works cannot be
applied to as physical layer protocols are binary. AWRE [69] is
designed for field inference of physical layer protocols. It uses
prior semantic knowledge as heuristics to identify common
fields in physical layer, including the Preamble Field, Sync
Field, Length Field, Address Field, Sequence Number Field,
and Checksum Field. We compare our method with AWRE
on the eight physical layer protocols used in the paper. These
protocols vary a lot in their field structures and we list their
features in the second column of Table VII. The number of
messages for each protocol is set to 50, which can ensure the
accuracy of AWRE according to the paper. Compared with
above evaluation on well-known benchmarks, fewer messages
are used here as it is usually not easy to collect a large dataset
of IoT devices in reality.

Our method can be applied to these physical layer protocols
directly. The only difference is that the information from the
network layer (i.e., timestamps, IP addresses, and port numbers
as mentioned in Section III-A) is not available for physical
layer protocols. We simply consider consecutive messages with
different directions as a pair for remote coupling constraints.
Other constraints are the same as those on the application layer
protocols.

Table VII shows the clustering and format inference results
of AWRE and NETPLIER. Both methods generate perfect
clustering with 100% homogeneity and completeness on all
eight protocols. For format inference, AWRE achieves 100%
correctness and perfection for all protocols. NETPLIER also
performs well for correctness and only generates a few errors
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Fig. 12: Example of format inference by AWRE and NET-
PLIER
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Fig. 13: Example of reverse engineering unknown protocols of
IoT devices

for Protocol 7. This is because a dynamic field has the same
prefix for all messages in the small dataset, and hence is
considered a static field and merged with the adjacent static
field. The merged one is considered incorrect following the
definition in Section V-C. These errors do not affect the
generation of valid messages and may be reduced if more
messages are used. Also, NETPLIER achieves lower perfection
than AWRE. For example in Figure 12, the inferred format
of AWRE perfectly matches the true format, because AWRE
assumes that the types of all fields are already known and
their semantics could be used in the inference. However,
NETPLIER is a general tool for all protocols and do not have
such prior knowledge. For example, the Preamble and Sync
fields usually have the same values shared by all messages.
Thus NETPLIER considers them together as a single static
field. Also, the values of dynamic fields, e.g., the Payload
field, in the test protocols are randomly generated. They are
hence recognized as multiple smaller fields by our method and
make the perfection low. Similarly, these inferred fields are
still correct and useful in practice. For example, our formats
can still generate valid Preamble and Sync fields. We also
validate the generated messages in Section V-F. In addition,
we optimize our format inference using the same assumptions
by AWRE, i.e., we model the semantics of those pre-defined
field types as additional constraints. After that, our method
could also achieve 100% correctness and perfection as shown
in the last two columns of Table VII. Note that AWRE is
only designed for physical layer protocols and could not be
applied to general application protocols as those evaluated in
Section V-B and Section V-C.

F. Evaluation of Unknown Protocols

An important application of protocol reverse engineering
is to study the customized/unknown protocols used by IoT
devices. As far as we know, existing works only focus on
well-known protocols as discussed in Section V-B and did
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TABLE VII: Comparison with AWRE

Protocol AWRE NETPLIER

# Comment # Msg. # Msg.
Types

Clustering Format Inference Clustering Format Inference
w/o Assumption w/ Assumption

h/c/v Corr. Perf. h/c/v Corr. Perf. Corr. Perf.

1 Common protocol 50 1 1/1/1 1.000 1.000 1/1/1 1.000 0.286 1.000 1.000
2 Unusual field sizes 50 1 1/1/1 1.000 1.000 1/1/1 1.000 0.143 1.000 1.000
3 Ack, CRC8 CCITT 50 2 1/1/1 1.000 1.000 1/1/1 1.000 0.385 1.000 1.000
4 Ack, CRC16 CCITT 50 3 1/1/1 1.000 1.000 1/1/1 1.000 0.167 1.000 1.000
5 3 participants with ack frame 50 2 1/1/1 1.000 1.000 1/1/1 1.000 0.273 1.000 1.000
6 Short address 50 1 1/1/1 1.000 1.000 1/1/1 1.000 0.800 1.000 1.000

7 4 participants
varying preamble size & sync 50 3 1/1/1 1.000 1.000 1/1/1 0.980 0.190 1.000 1.000

8 Nibble fields, LE 50 2 1/1/1 1.000 1.000 1/1/1 1.000 0.250 1.000 1.000

TABLE VIII: Evaluation on unknown IoT protocols

Device Event Message Format (Request & Response) # Triggered
Events

Nest Thermostat

Temperature
Up/Down

S(32) D(27) S(2) D(36) S(39) D(30) S(9) D(3) S(40) D(4) S(11)

4/4
S(86) D(62) S(24)

Fan On/Off
On: S(32) D(20) S(2) D(36) S(38) D(23) S(16) D(3) S(7)

Off: S(32) D(20) S(2) D(36) S(38) D(23) S(20)
S(77) D(62) S(29)

Nest Protect Emergency
Shutoff On/Off

S(77) D(4, 6) S(91) D(0, 5) S(25) D(4, 5) S(4) 2/2S(16) D(113) S(15)

Aqara Hub On/Off S(21) D(1) S(12) D(1) S(85) 2/2S(26) D(1) S(25) D(3) S(1) D(3) S(1) D(17) S(53)

Aqara Smart Plug On/Off S(19) D(1) S(12) D(1) S(85) 2/2S(24) D(1) S(25) D(3) S(1) D(3) S(1) D(17) S(53)

Aqara Contact Sensor Open/Closed S(9) D(1) S(40) D(6) S(18) 2/2S(50) D(13) S(10) D(1) S(351)

Aqara Motion Sensor Detected/
Not detected

S(9) D(1) S(40) D(6) S(18) 2/2S(52) D(13) S(10) D(1) S(53) D(13) S(10) D(1) S(52) D(13) S(10) D(1) S(331)

not evaluate on unknown protocols. In this section, we apply
NETPLIER to real IoT devices to evaluate its effectiveness.

There are several works studying the security issues of IoT
devices via public traces [70], [78]. However, as the ground
truth for unknown protocols is often absent, it is difficult to
use public datasets and evaluate the clustering results like
what we do in Section V-B. Instead, we have to conduct
active evaluation by communicating with real-time devices.
We set up a testbed with 6 popular IoT devices of different
functionalities, including a hub (with a light), three controllers
(a thermostat, a Nest Protect smoke detector, and a smart plug),
and two sensors (a contact sensor and a motion sensor).

Figure 13 shows the workflow of our evaluation on un-
known protocols. First, we collect the traces by manually
triggering various events of the devices, which are shown
in the second column of Table VIII. For the two sensors,
we take the corresponding actions, e.g., opening the door, to
change their states; for the other devices, we control them
using their official applications on the Android smartphone.
Each event is repeated for 50 times and traces are collected
with a label of the event. After having the traces, we apply
NETPLIER to infer the message formats of each event type as
discussed in Section III-E. The results are shown in the third
column of Table VIII. For each event type, we consider the

formats of both request and response messages. Specifically,
Nest Thermostat has two request messages for turning fan on
and off, respectively. Here, we only show the type (’S’ for
static fields and ’D’ for dynamic fields) and length of each
field, denoted as Type(Length). Then we use the inferred
formats to generate messages. For static fields, their values
are already fixed. The challenge is to decide the value of
dynamic fields. We consider both existing values (in the traces)
and random values. For example in Figure 13, we turn on
and off the light and collect four messages. After format
inference, we find three fields in a cluster of request messages,
including two static fields and a dynamic one. The dynamic
field has only two existing values, i.e., “30” and “31”, which
is highly likely to indicate the on/off status and could be used
to generate messages directly. In real traces, dynamic fields
may have many different values, e.g., the Sequence ID. We
generate random values for these fields. Finally, we validate
the results by checking if the generated (request) messages
could trigger the same events successfully, i.e., if we can turn
on or off the light by generated messages in this example. As
shown in the last column of Table VIII, all events could be
triggered successfully, which validates the formats inferred by
NETPLIER. In Section VI-A we show a detailed case study on
Nest Thermostat.
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VI. APPLICATION

In this section, we demonstrate two applications of NET-
PLIER: Internet of Things (IoT) protocol reverse engineering
and malware behavior analysis.

A. IoT Protocol Reverse engineering

IoT protocol analysis becomes increasingly important for
IoT security. However, it is challenging to analyze IoT proto-
cols due to the lack of specification and the limited access
to source code. In this case study, we use NETPLIER to
analyze the protocol used by Google Nest Thermostat E [4],
a commercial smart thermostat. In particular, we fake an SSL
Certificate Authority (CA) and dump all Google Nest’s traces.
After decryption, NETPLIER is used to analyze the protocol
format. With the reverse engineered protocol, we successfully
hijacked Google Nest to perform malicious behaviors (e.g.,
setting a specific indoor temperature) via sending crafted
messages, which indicates the correctness of the recovered
protocol format. Note that we used a fake CA to decrypt
TLS data to focus our study on protocol reverse engineering.
Acquiring plain-text messages with other means is beyond the
scope of this paper.

Figure 14 presents a temperature-setting message in hex
format. The original message has 351 bytes. Here we only
present part of it and highlight the interesting fields. The
keyword lies in the green field and has a variable length,
which is the first dynamic field (D(27)) in the formats of
Nest Thermostat shown in Table VIII. After alignment and
inference, NETPLIER precisely identifies the keyword field.
NETPLIER’s correct clustering results further help us observe
a one-to-one relation between the temperature and the yellow
field (D(4) in red in Table VIII), allowing us to determine
the semantics of the yellow field, i.e., the temperature that a
user wants to set. In our experiment, manipulating this field
allowed us to directly change the indoor temperature. We also
successfully created messages to instruct Google Nest to turn
on/off the fan and perform other human-observable behaviors.

B. Malware Analysis

The proliferation of new strains of malware every year
poses a prominent security threat and renders the importance
of malware analysis. A popular approach to understanding
malware is to run it in a sandbox. However, handling command
and control (C&C) behavior is a well-known challenge, as this
kind of behavior is triggered by remote servers’ commands
and beyond analysts’ control [76]. On the other hand, most
malware is equipped with C&C capabilities [42]. Hence,
researchers tried to utilize protocol reverse engineering to
analyze malware network trace, hoping to interpret malicious
behavior [72]. We conducted a case study on leveraging
NETPLIER to enhance the analysis of a typical C&C botnet
client (MD5: 03cfe768a8b4ffbe0bb0fdef986389dc) which was
recently reported to VirusTotal [13]. Note that the malware
is packed and obfuscated, so it is difficult to analyze its
behavior via static approaches. We used NETPLIER to analyze
its network traces (acquired by Tencent Habo [10]) and recover
its state machine. Based on the recovered state machine, we
simulated a client to communicate with the remote server. The
procedure was iterative as the more communication is triggered
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Fig. 14: The snippet of a Google Nest’s temperature-setting
message
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Fig. 15: Recovered state machine of the botnet client

between the client and the server, the more of the protocol
can be discovered by NETPLIER, which in turns allows us to
trigger more.

Figure 15 demonstrates the finite state machine NETPLIER
recovered. Each circle denotes a state, and each direct edge
denotes the transition between two states. Transition is labeled
with i

j where i is the precondition of transition and j is the
message sent by the client. Note that for ease of understanding,
we manually annotated the states after analyzing the collected
syscalls in each state. The green states are those not causing di-
rect damages, the red states are the ones containing dangerous
syscalls, and the yellow ones belong to the transition period.
As shown in Figure 15, when the botnet malware starts, it
sends its unique id to the remote server and transits to the
waiting stage. After the server verifies the id, a ping-and-
pong handshake is set up to check the connection, and then
the client transits to the operation stage. After that, various
functionalities can be performed based on the instructions from
the server. Some of the instructions are not damaging and
used to setup the environment. Their details are elided. A
special kind of messages with keyword PRIVMSG can trigger
the botnet to move to the malicious stage. A few malicious
behaviors like remote code execution and internal network
DDoS are observed after the client is at this state.

VII. DISCUSSION

Limitations. Datasets of low quality are a common challenge
for network trace based techniques. Information that is not
included in a small dataset could not be discovered, e.g.,
unused message types. However, we argue that NetPlier can
make better use of traces by considering multiple constraints.
In Section V-B, all the datasets are collected from real-world
systems, which are considered more challenging. Also, we
show that NETPLIER is stable even on datasets of small sizes.

Network trace based protocol reverse engineering methods
are limited to unencrypted traces. A possible solution is to
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use a man in the middle proxy with trusted credentials, e.g.,
Fiddler [3] and Burp Suite [1]. It could also be combined with
program analysis based protocol reverse engineering methods.

Another limitation of NETPLIER is the growing complexity
and potential errors of multiple sequence alignment algorithms
for larger data. Some heuristic solutions have been proposed
to improve the execution speed, e.g., the combination of
progressive alignment and iterative refinement [20], [77]. Also,
as discussed in Section V-B, NETPLIER performs stably on
different sizes and achieves similar results, which means that
the speed and accuracy could be improved by using NETPLIER
in several small datasets instead of the whole large one. We
leave this improvement to future work.

Generality. Most network trace-based techniques are designed
for textual protocols at the application layer. In Section V, we
show that our method works well for binary protocols, physical
layer protocols where network layer information is missing,
and unknown protocols used in real IoT devices.

We address the problem of clustering by identifying key-
words in bytes. Some protocols may use sub-byte fields as
the keyword, e.g., NTP. Our results in Section V-B shows that
the homogeneity of NetPlier is not affected by such fields and
the completeness degrades a little. It still outperforms others.
Such keyword fields could be better handled by detecting if
sub-byte fields are used in the preprocessing stage. If so, the
granularity of keyword candidates could be set to bits instead
of bytes. We leave it to future work.

Some protocols may include uni-direction messages, e.g.,
broadcast messages without response, where the remote cou-
pling constraints would be ineffective. In our experience,
without using two-way messages, we will encounter some
degradation in the results. However, NetPiler still outperforms
the baselines due to its way of aggregating other constraints.

Future Work. We focus on clustering and only use a simple
strategy for format inference. Heuristics for semantic infor-
mation could be introduced to improve the results of format
inference [26], [54], [69]. We could also apply probabilistic
inference in this stage, for example, to infer potential field
boundaries of consecutive variable-length fields with proba-
bilistic constraints (e.g., that expose fields dictating runtime
length values). We leave it to future work.

VIII. RELATED WORK

Protocol Reverse Engineering. Protocol reverse engineering
targets at inferring the specification of unknown network proto-
cols for further security evaluation [56], [63], [37], [73]. There
are two main categories, either by program analysis [28], [57],
[82], [33], [59], [32] or by network traces [22], [55], [35], [52],
[81], [51], [80], [26], [38], [47]. Network trace methods are
usually based on sequence alignment algorithms [64] or token
patterns, and are limited for their low accuracy or conciseness.
In this paper, we conduct comparative studies to show the
obvious improvement of NETPLIER. Token-based methods
[35], [80] search for representative tokens by statistics and use
them for clustering. It was shown that Discoverer outperforms
these techniques as they tend to generate redundant tokens and
hence clusters. IoT protocol fingerprinting technique such as

PINGPONG [78] is different from protocol reverse engineer-
ing. The former leverages meta data while the latter aims to
recognize message types, formats, and state machine. In fact,
PINGPONG collects fingerprints on encrypted messages.

Probabilistic Inference in Security Applications. In re-
cent years, probabilistic techniques [16], [85] have been in-
creasingly used in security applications. Lin et al. introduce
probabilistic inference into reverse engineering [58]. Differ-
ent from us, they focus on memory forensic. Dietz et al.
also leverage probabilistic inference to localize source code
bugs [36]. Besides, probabilistic techniques are widely used for
binary analysis [87], [61], physical unit security [45], program
enhancement [49], and vulnerability detection [36], [58]. To
the best of our knowledge, NETPLIER is the first approach that
enforces probabilistic analysis on protocol reverse engineering.
Unlike previous methods using deterministic techniques, NET-
PLIER gathers all possible hints from protocol behaviors and
uses a systematic way of integrating them in the presence of
uncertainty.

Malware Analysis. The proliferation of malware in the past
years raises researchers’ attention on detecting, analyzing,
and preventing malware. Mainstream malware analysis tech-
niques, including VirusTotal [13], Cuckoo [2], Habo [10],
Padawan [8], and X-Force [67], [85], leverage the sandbox-
based execution technique to obtain malicious behaviors. How-
ever, traditional behavioral-based approaches are limited on
low-level syscall tracing and can rarely understand high-level
semantics behaviors (e.g., performing as a backdoor). NET-
PLIER, on the other hand, works on collected network trace
and is able to recover informative state machines, benefiting
future analysis. We believe NETPLIER is complementary to
these existing works.

IX. CONCLUSION

We propose a novel probabilistic network trace based
protocol reverse engineering technique. It models the inherent
uncertainty of the problem by introducing random variables
to denote the likelihood of individual fields representing the
message type. A joint distribution can be formed between
these random variables and observations made from the mes-
sage samples. Probabilistic inference is used to compute the
marginal posterior probabilities, allowing us to identify the
message type. Messages are then precisely clustered by their
types, leading to high quality reverse engineering results. Our
experiments show that our technique substantially outperofrms
two state-of-the-art techniques Netzob and Discoverer and
facilitates IoT protocol analysis and malware analysis.
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