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Abstract—Recommender systems play a crucial role in helping
users to find their interested information in various web services
such as Amazon, YouTube, and Google News. Various recom-
mender systems, ranging from neighborhood-based, association-
rule-based, matrix-factorization-based, to deep learning based,
have been developed and deployed in industry. Among them,
deep learning based recommender systems become increasingly
popular due to their superior performance.

In this work, we conduct the first systematic study on data
poisoning attacks to deep learning based recommender systems.
An attacker’s goal is to manipulate a recommender system such
that the attacker-chosen target items are recommended to many
users. To achieve this goal, our attack injects fake users with
carefully crafted ratings to a recommender system. Specifically,
we formulate our attack as an optimization problem, such that
the injected ratings would maximize the number of normal
users to whom the target items are recommended. However,
it is challenging to solve the optimization problem because it
is a non-convex integer programming problem. To address the
challenge, we develop multiple techniques to approximately solve
the optimization problem. Our experimental results on three real-
world datasets, including small and large datasets, show that our
attack is effective and outperforms existing attacks. Moreover, we
attempt to detect fake users via statistical analysis of the rating
patterns of normal and fake users. Our results show that our
attack is still effective and outperforms existing attacks even if
such a detector is deployed.

I. INTRODUCTION

In the era of data explosion, people often encounter infor-
mation overload problems in their daily lives. For example,
when they are shopping online, reading news, listening to
music or watching videos, they often face challenges of
choosing their interested items from a huge number of candi-
dates. Recommender systems help people find their interested
items easily by mining historical user-item interaction data.
Therefore, recommender systems have been widely used in
the real world, which brings huge economic benefits.

Unlike the non-personalized recommender system that rec-
ommends the same items to all users, personalized recom-
mender system that we focus in this work uses users’ historical

behavior (e.g., ratings or clicks) to model their preferences and
make personalized recommendations for each user [37]. In a
typical personalized recommender system setting, we are given
a set of users, a set of items, and a log of the users’ historical
interactions (e.g., ratings) with the items, and the goal is to
recommend each user a list of top ranked items based on
user preferences learned from the historical interactions. Tradi-
tional recommender systems include neighborhood-based [38],
association-rule-based [10], matrix-factorization-based (a.k.a
latent factor model) [26], and graph-based [14]. Recently,
with the rapid development of deep learning techniques, deep
neural networks have been applied to empower recommender
systems [6], [8], [20], [34]. Moreover, due to various ad-
vantages, such as nonlinear transformation and representation
learning that cannot be realized by traditional techniques, deep
learning is gradually becoming a technology trend in the field
of recommender systems [50].

Meanwhile, various studies have shown that recommender
systems are vulnerable to data poisoning attacks [12], [13],
[27], [28], [32], [45], [46] (a.k.a shilling attacks [18]). Par-
ticularly, in a data poisoning attack, an attacker injects fake
users with carefully crafted ratings to a recommender system
such that the recommender system makes recommendations
as the attacker desires, e.g., an attacker-chosen target item is
recommended to many normal users. Data poisoning attacks
pose severe threats to the trustworthiness of recommender
systems and could manipulate Internet opinions. For instance,
if an attacker manipulates a news recommender system such
that a particular type of news are always recommended to
users, then the attacker may be able to manipulate the users’
opinions. However, existing data poisoning attacks are either
agnostic to recommender system algorithms [27], [32] or
optimized to traditional recommender system algorithms such
as association-rule-based [46], graph-based [13], and matrix-
factorization-based [12], [28]. Although deep learning based
recommender systems gain increasing attention and are de-
ployed in industry, their security against data poisoning attacks
is largely unknown.

In this work, we aim to bridge this gap. Specifically,
we propose data poisoning attacks that are optimized for
deep learning based recommender systems. We consider an
attacker’s goal is to promote a target item in a deep learning
based recommender system, i.e., an attacker-chosen target item
is recommended to a large number of users. To achieve this
goal, an attacker injects fake users with carefully crafted
ratings to the recommender system. As resources are limited
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in an attack, we assume that the attacker can only inject a
limited number of fake users and each fake user rates a limited
number of items (including the target item and other non-
target items) to evade trivial detection. The key challenge
of constructing the attack is to choose the rated items for
each fake user. To address the challenge, we formulate the
attack as an optimization problem with an objective function
of maximizing the hit ratio of the target item, where the hit
ratio of an item is the fraction of normal users to whom the
item is recommended.

However, the optimization problem is difficult to solve
because of the following reasons: i) the inputs of the problem,
i.e., data of users and items in deep learning based recom-
mender systems, are discrete variables, and ii) the training
process for a deep neural network is time-consuming, which
makes it impossible for any method to require a large number
of training iterations for solving the problem. Thus, we develop
heuristics to approximately solve the optimization problem.
Instead of directly generating the desired rated items for fake
users, we train a surrogate model called poison model and
carefully modify it to simulate the target deep learning based
recommender system. Then, we utilize this poison model to
predict the rating score vector of each fake user, and then we
process the vector to assist in selecting the rated items for each
fake user, so as to achieve our goal effectively.

We evaluate our attack and compare it with existing data
poisoning attacks using three real-world datasets with different
sizes, i.e., MovieLens-100K [19], Last.fm [2], and MovieLens-
1M [19]. Our results show that our attack can effectively
promote target items and significantly surpasses the baseline
attacks under the white-box setting. For example, via inserting
only 5% of fake users, our attack can make unpopular target
items recommended to about 52.6 times more normal users
in the Last.fm dataset. Moreover, on the larger MovieLens-
1M [19] dataset, our attack achieves a hit ratio of 0.0099
for random target items when injecting only 5% of fake
users, which is about 1.2 times of the best hit ratio achieved
by the baseline attacks. We further explore the impact of
partial knowledge on our poisoning attack under two different
partial knowledge settings. We observe that our attack remains
effective and significantly outperforms the baseline attacks in
these settings. For example, when the attacker only knows 30%
of ratings in the original user-item rating matrix, our attack
obtains a hit ratio of 0.0092 for random target items when in-
jecting 5% of fake users on the MovieLens-1M dataset, which
is at least 1.3 times of the hit ratio of the baseline attacks. In
addition, our attack is transferable to structure-unknown deep
learning based recommender systems. In particular, even if we
do not know the exact neural network architecture used by
the target recommender system, our attack still makes random
target items recommended to about 5.5 times more normal
users when injecting 5% of fake users in the MovieLens-100K
dataset. Our results demonstrate that our attack poses a severe
security threat to deep learning based recommender systems.

Moreover, we explore detecting fake users via statistical
analysis of their rating patterns and measure the attack ef-
fectiveness under such detection. The intuition behind the
detection is that fake users may have rating patterns that are
statistically different from those of normal users as they are
generated according to specific rules. Particularly, for each

user, we extract multiple features from its ratings. Then,
we train a binary classifier to distinguish between fake and
normal users based on the feature values and utilize the SVM-
TIA [51] method to detect potential fake users. The service
provider removes the detected fake users before training the
recommender system. Our experimental results show that such
a method can effectively detect the fake users generated by
existing attacks. However, the method falsely identifies a large
fraction (e.g., 30%) of the fake users constructed by our
attack as normal users. As a result, our attack is still effective
and significantly outperforms existing attacks even if such a
detection method is deployed.

The contributions of our paper are summarized as follows:

• We perform the first systematic study on data poi-
soning attacks to deep learning based recommender
systems.

• We formulate our attack as an optimization problem
and develop multiple techniques to approximately
solve it.

• We evaluate our attack and compare it with existing
ones on three real-world datasets.

• We study detecting fake users via statistical analysis
of their ratings and its impact on the effectiveness of
data poisoning attacks.

II. BACKGROUND AND RELATED WORK

In this section, we briefly introduce recommender systems
and existing data poisoning attacks to them.

A. Recommender Systems

We consider a typical collaborative filtering based rec-
ommender system setting where we have M users and N
items, and we are given a record of the users’ past user-item
interactions {〈u, i, yui〉}, where yui denotes the preference
of user u to item i. The observed user-item interactions
{〈u, i, yui〉} can be represented as a user-item interaction
matrix Y ∈ RM×N . Typically, Y is extremely sparse, i.e.,
on average each user would have interactions with only a
small portion of all the N items. We use a row vector of
Y, indicated as y(u) (i.e., y(u) = {yu1, yu2, . . . , yuN}), to
represent each user u, and a column vector of Y, indicated as
y(i) (i.e., y(i) = {y1i, y2i, . . . , yMi}) , to represent each item
i. Then, the task of a recommender system can be transformed
into inferring a complete predicted interaction-matrix Ŷ based
on Y, where ŷui in Ŷ denotes the predicted score of yui. The
inferred interaction-matrix Ŷ is then used to recommend to
users a list of items that the users have not experienced yet.
Specifically, if we want to recommend K items for user u, we
select the top K items that (1) they have not been rated by the
user, and that (2) they have the highest predicted sores in the
row vector ŷ(u) (i.e., ŷ(u) = {ŷu1, ŷu2, . . . , ŷuN}) of Ŷ.

Depending on how to analyze the user-item interaction
matrix, traditional collaborative filtering based recommender
systems can be roughly divided into four categories, i.e.,
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neighborhood-based [38], association-rule-based [10], matrix-
factorization-based (a.k.a latent factor model) [26], and graph-
based [14]. Due to good performance and flexibility in com-
positing more sophisticated models, matrix factorization (MF)
has become the most widely used approach among them.

More recently, with the rapid development of the deep
learning techniques, deep neural networks have been applied
to recommender systems and have been found to outperform
traditional methods in various aspects. Deep learning based
recommender systems use different neural networks struc-
tures to model user-item interactions to boost recommenda-
tion performance [50]. For example, Multilayer Perceptron
(MLP) [20], [21], Autoencoder (AE) [5], Adversarial Networks
(AN) [17], and Deep Reinforcement Learning (DRL) [30], [50]
have been applied to recommender systems to improve the
recommendation accuracy.

In this paper, without loss of generality, we focus on a
general deep learning based recommender system framework,
Neural Collaborative Filtering (NCF) [20]. NCF explores deep
neural networks to model sophisticated nonlinear user-item
interactions. Note that MF-based recommendation methods
assume a latent factor vector to represent each user and
each item, and apply a simple linear model on the user and
item vectors to capture the user-item interactions. In contrast,
NCF uses deep neural networks to capture nonlinear user-item
interactions by passing the user and item latent factor vectors
through multilayer perceptron (MLP). The output layer of NCF
is the prediction of the user-item interaction yui.

In particular, we consider neural matrix factorization
(NeuMF) [20], an instantiation of NCF, to model user-item
interactions. As shown in Figure 1, NeuMF is a fusion of MF
and MLP, which allows them to learn separate embeddings
and then combines the two models by concatenating their
last hidden layers. The input layer consists of two binarized
sparse vectors with one-hot encoding for the user u and item i,
respectively. These sparse vectors are then separately projected
into four dense latent vectors, i.e., MF user vector, MF item
vector, MLP user vector, and MLP item vector, two of which
are the embeddings for the user and the item in the MF model,
and the others are those in the MLP model. There are then two
parts separately processing latent vectors. One is a linear MF
part, which uses a MF layer to compute the inner product
of MF user vector and MF item vector, and the other is a
nonlinear MLP part, which adds a standard MLP with X
layers on the concatenated latent vector to learn the nonlinear
interaction between user u and item i, where X is the number
of MLP layers and the activation function in the MLP layers
is ReLU [15]. Finally, the last hidden layers of MF part and
MLP part are concatenated and fully connected to the output
layer to predict ŷui. After training using the observed user-item
interactions, this model can predict the missing entries in the
original sparse interaction matrix Y to constitute a predicted
interaction matrix Ŷ which can be further used for constructing
recommendation list for each user.

B. Attacks to Recommender Systems

Existing studies showed that recommender systems are
vulnerable to various security attacks [1], [27], [28], [46],
which deceive a recommender system, e.g., to promote a target
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Fig. 1: Neural matrix factorization model (NeuMF), an instan-
tiation of Neural Collaborative Filtering (NCF) [20].

item and recommend it to as many users as possible. Roughly
speaking, there are two categories of such attacks, i.e., data
poisoning attacks (a.k.a shilling attacks) [11]–[13], [18], [27],
[28], [46] and profile pollution attacks [45], which compromise
a recommender system at training and testing, respectively.
Specifically, data poisoning attacks aim to spoof a recom-
mender system to make attacker-desired recommendations by
injecting fake users to the recommender system, while profile
pollution attacks intend to pollute the historical behavior of
normal users to manipulate the recommendations for them.

Data Poisoning Attacks. Data poisoning attacks inject fake
users to a recommender system and thereby modify the recom-
mendation lists. Specifically, to construct a poisoning attack,
the attacker first needs to register a number of fake users in a
web service associated with the recommender system. Each
fake user generates well-crafted rating scores for a chosen
subset of items. These fake data will be included in the training
dataset of the target recommender system and then poisons the
training process. According to whether data poisoning attacks
are focused on a specific type of recommender system, we
can divide them into two categories: algorithm-agnostic and
algorithm-specific. The former (e.g., types of shilling attacks
like random attacks [25], [31] and bandwagon attacks [25],
[35]) does not consider the algorithm used by the recommender
system and therefore often has limited effectiveness. For
instance, random attacks just choose rated items at random
from the whole item set for fake users, and bandwagon attacks
tend to select certain items with high popularity in the dataset
for fake users. The algorithm-specific data poisoning attacks
are optimized to a specific type of recommender systems
and have been developed for graph-based recommender sys-
tems [13], association-rule-based recommender systems [46],
matrix-factorization-based recommender systems [12], [28],
and neighborhood-based recommender systems [4]. As these
attacks are optimized, they often are more effective. However,
there is no study on algorithm-specific data poisoning attacks
to deep learning based recommender systems. We bridge this
gap in this paper.

Profile Pollution Attacks. The key idea of profile pollution
attacks is to pollute a users profile (e.g., historical behavior)
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via cross-site request forgery (CSRF) [49]. For instance, Xing
et.al. [45] proposed profile pollution attacks to recommender
systems in web services, e.g., YouTube, Amazon, and Google.
Their study shows that all these services are vulnerable to
their attacks. However, profile pollution attacks have two key
limitations: i) profile pollution attacks rely on CSRF, which
makes it hard to perform the attacks at a large scale, and ii)
profile pollution attacks can not be applied to item-to-item
recommender systems because the attackers are not able to
pollute the profile of an item [46].

III. PROBLEM FORMULATION

In this section, we first present our threat model and then
we formulate our poisoning attack as an optimization problem.

A. Threat Model

Attacker’s Goal. We consider an attacker’s goal is to promote
a target item. Specifically, suppose a recommender system
recommends top-K items for each user. An attacker’s goal is to
make its target item appear in the top-K recommendation lists
of as many normal users as possible. We note that an attacker
could also aim to demote a target item, making it appear in
the top-K recommendation lists of as few normal users as
possible. For instance, an attacker may demote its competitor’s
items. Since demoting a target item can be implemented by
promoting other items [46], we focus on promotion in this
work.

Attacker’s Background Knowledge. We assume an attacker
has access to the user-item interaction matrix Y. In many
recommender systems such as Amazon and Yelp, users’ ratings
are public. Therefore, an attacker can write a crawler to collect
users’ ratings. However, in our experiments, we will also show
that our attack is still effective when the attacker has access to
a partial user-item interaction matrix. The attacker may or may
not have access to the internal neural network architecture of
the target deep learning based recommender system. When
the attacker does not have access to the neural network
architecture of the target recommender system, the attacker
performs attacks by assuming a neural network architecture. As
we will show in experiments, our attack can transfer between
different neural networks, i.e., our attack constructed based on
one neural network architecture based recommender system is
also effective for other recommender systems that use different
neural network architectures.

Attacker’s Capabilities. We assume that an attacker has
limited resources, so the attacker can only inject a limited
number of fake users. We use m to denote the upper bound of
the number of fake users. In addition to the target item, each
fake user can rate up to n other items to evade trivial detection.
We call these items filler items. Specifically, normal users often
rate a small number of items, and thus fake users who rate
a large number of items are suspicious and can be detected
easily. We assume the attacker can inject the fake users’ ratings
into the training dataset of the target recommender system to
manipulate the training process of the deep learning model.

B. Formulating Attacks as an Optimization Problem

We define the hit ratio of an item t, denoted as HRt, as
the fraction of normal users who would receive the item t

in their top-K recommendation lists. In other words, the hit
ratio of t indicates the probability that t is recommended to
a normal user. An attacker’s goal is to maximize the hit ratio
of a target item t. Let y(v) denote the rating score vector of
the fake user v, and yvi denote the rating score that the fake
user v gives to item i. A rating score is an element in a set
of integers {0, 1, . . . , rmax}, where yvi = 0 means that the
fake user v has not rated item i and yvi > 0 represents the
preference score fake user v gives to item i. For instance,
rmax = 5 in many recommender systems. Our goal is to craft
the ratings for the fake users such that the hit ratio of the target
item is maximized. Formally, following previous work [13], we
formulate crafting the ratings for the fake users as solving the
following optimization problem:

max HRt

subject to ||y(v)‖0 ≤ n+ 1,∀v ∈ {v1, v2, . . . , vm},
yvi ∈ {0, 1, . . . , rmax},

(1)

where ‖y(v)‖0 is the number of non-zero entries in fake user
v’s rating score vector y(v), n is the maximum number of
filler items, m is the maximum number of fake users, and
{v1, v2, . . . , vm} is the set of m fake users.

IV. ATTACK CONSTRUCTION: SOLVING THE
OPTIMIZATION PROBLEM

A. Overview of Our Proposed Attacks

A data poisoning attack is essentially to solve the optimiza-
tion problem in Eq. (1). However, the optimization problem
is computationally intractable as it is a non-convex integer
programming problem. To address the challenge, we develop
multiple heuristics to approximately solve the optimization
problem. Our heuristics are inspired by previous work [13]
on attacking graph-based recommender systems. Figure 2
shows the overview of our data poisoning attack. First, we
approximate the hit ratio using a loss function, where a smaller
loss roughly corresponds to a higher hit ratio. Given the
loss function, we transform the optimization problem into a
tractable one. Second, based on our designed loss function,
we construct a poison model to simulate a compromised deep
learning based recommender system. In particular, we first pre-
train the poison model to ensure that it can correctly predict
the preferences of users by using the validation dataset, and
then we update the poison model using a loss function, which
is derived by extracting the attack related parts in the loss
function obtained in the first step, to approach the expected
state of the compromised target recommender system. Third,
we select filler items for a fake user according to its rating
score vector predicted by the poison model and a selection
probability vector, where the selection probability vector of
items is periodically updated to choose filler items for the next
fake user. We repeat the second and third steps until m fake
users are generated for the poisoning attack.

B. Approximating the Hit Ratio

The optimization problem we formulated in Eq. (1) is
computationally intractable because the rating scores are in-
teger variables in the domain {0, 1, . . . , rmax} and the hit
ratio is a highly non-linear non-differentiable function of
the rating scores due to the complexity of the recommender
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Fig. 2: An overview of our data poisoning attack. We first use approximation methods to transform the optimization problem
into a tractable one and obtain a loss function. Second, according to the obtained loss function, the algorithm used in the target
recommender system, and the training dataset, we train a poison model that simulates the compromised target recommender
system. Third, we select filler items according to the predicted rankings generated by the poison model and the selection
probability. Note that, we will repeat the second and third steps until enough fake users are generated to construct the attack,
and the selection probability will be updated in each iteration.

system. To address the computational challenge, we design
multiple techniques to convert the optimization problem into
a computationally tractable one.

Relaxing Rating Scores to Obtain Continuous Variables.
As for the rating scores in Y and Ŷ, we can treat them as
continuous variables in our attacking process. Specifically, the
predicted rating scores, which range from 0.0 to 1.0 in the
recommender systems built upon implicit datasets, can be seen
as correlations between users and items. After acquiring final
rating scores from the target recommender system, we can
project them into discrete integer numbers if necessary.

Approximating the Hit Ratio. The hit ratio HRt is the
proportion of normal users whose top-K recommendation lists
include the target item t. Since HRt is a highly non-linear non-
differentiable function of the users’ rating scores, we propose
to use a loss function to approximate it. In particular, a smaller
loss roughly corresponds to a higher hit ratio. Normally, a
recommender system uses the predicted user-item interaction
matrix Ŷ to make recommendations for users. Therefore, we
propose to use the following steps to convert the optimization
problem as shown in Eq. (1).

1) Loss Function for Each User. We leverage a loss
function lu over the predicted score vector for each
user to increase the hit ratio for target item t. Intu-
itively, if the target item t is already included in the
recommendation list Lu of user u, it is not necessary
to further improve this recommendation. Otherwise,
we should reflect the requirement of the user u in lu
and promote the target item t to get a better ranking
among all items. We apply the following loss function
for user u:

lu = max{min
i∈Lu

log[ŷui]− log[ŷut],−κ}, (2)

where κ ≥ 0 is a tunable parameter that can be
used to enhance the robustness and transferability
of our attack. The use of the log operator lessens
the dominance effect, while preserving the order of
confidence scores due to the monotonicity. As we can
see, if a target item t is in Lu, lu will be 0 when
κ = 0. Otherwise, larger ŷut that is smaller than the

minimum value of ŷui in Lu, larger the positive value
of lu will be. κ can ensure the target item t keep a
distance from the item with the lowest rating in Lu.
Thus, we can have a higher probability to include the
target item t in the recommendation list of user u by
minimizing the loss function lu.

2) Loss Function for All Users. Now we build a loss
function for all users. Since our attack goal is to
promote the target item to as many users as possible,
we design a loss function over all users according to
Eq. (2) as follows:

l′ =
∑

u∈S
lu, (3)

where S is the set of all normal users who have not
rated target item t yet.

3) Converting the Optimization Problem. After re-
laxing discrete variables to continuous variables and
approximating the hit ratio, we can approximate the
optimization problem as follows:

minG[y(v)] = ‖y(v)‖22 + η · l′ (4)

subject to yvi ∈ [0, rmax],

where η > 0 is a coefficient to achieve the objective
of promoting the target item t with a limited number
of ratings from fake users. Here, we use the `2
norm to replace the `0 norm in Eq. (1), in order to
facilitate the calculation of gradients and the stepwise
approximation of global optimal values because the
`0 norm can only compare a limited number of filler
item combinations and cannot continuously change,
while `1 regularization generates sparse rating score
vectors, which will reduce the diversity of the se-
lected filler items for fake users. As for the constraint
on the number of filler items, we can achieve it by
choosing only a limited number of items for fake user
v based on his final rating score vector y(v). Thus, we
can generate fake users by solving the optimization
problem above.

As the users and items in deep learning based recommender
systems are completely with discrete labels, gradients will
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disappear when they back-propagate to the input layer. Thus,
it is infeasible to directly adopt the back-gradient optimization
method that has been applied to attack image classifiers [33].
A natural idea is to treat the rating score vector y(v) of fake
user v as the independent variable and formulate the poisoning
attack as follows:

min
y(v)

G[y(v),w
∗]

subject to w∗ = argmin
w

L[w,Y ∪ y(v)],
(5)

where w∗ represents model parameters, and L is the original
loss function for training the target recommender system. This
is a bilevel optimization problem as the lower-level constraint
for w∗ also depends on y(v). It is quite challenging to solve
this optimization problem for deep learning models because the
model parameters w∗ need to be updated through re-training
the model once y(v) changes. The process would be time-
consuming because it needs to generate enough fake users
if we directly compute high order gradients w.r.t. y(v) and
repeat the training process with the whole dataset in each
iteration when we gradually update the rating score vector
y(v). In particular, we require a large number of of iterations,
even thousands of iterations, to accumulate enough changes
on the randomly initialized rating score vector for each fake
user, which is not practical for large recommender systems
in the real world. Moreover, the rating score matrix used by
the recommender systems is usually sparse, and the neural
network trained on it might generate predicted rating scores
that vary within a certain range, which will be misleading
for gradient-based optimization algorithms since they are with
small learning rate and can be easily interfered with the
randomness of model training.

C. Constructing the Poison Model

Specifically in this step, we construct the poison model to
guide the selection of filler items for each fake user according
to the obtained loss functions so that we can efficiently
construct the attack. Here, we investigate and utilize the
characteristics of a recommender system itself from a new
perspective. For a deep learning based recommender system,
as a special type of neural network, it tries to reduce the
entropy between users’ predicted score vectors and real rating
score vectors during the training process. Intuitively, items
with higher scores in user u’s predicted rating score vector
are more likely to have been rated by user u in reality with
high scores than other items. If we can successfully construct
a poison model to simulate the expected state of the original
recommender system after a successful poisoning attack, we
can infer what kind of fake users in the training dataset
can contribute most to the current recommender system. The
poison model, derived from the initial target recommender
system, periodically updates during the attack to approach our
attack goal gradually. We can then use the poison model to give
predictions on fake users’ preferences and choose the items
with the highest predicted rating scores as filler items for fake
users.

Note that, the internal structure and hyperparameter settings
of the poison model are consistent with the target recommender
system. Moreover, its training datatset should be identical to
the original training dataset of the target system initially and

can be inserted fake users one by one to simulate attack results.
In order to make the poison model change towards our desired
objective, we need to define an effective loss function to update
the model iteratively. According to the optimization problem in
Eq. (5), we propose the following loss function for the poison
model in the attack:

l = L+ λ ·G[ŷ(v)], (6)

where L is the loss function chosen in the process of training
the original recommender system, e.g., the binary cross entropy
over the whole training dataset, G[ŷ(v)] correlates strongly
with our attack goal, and λ > 0 is a coefficient that trades off
between the model validity and the attack objective, which al-
lows us to generate the poison model close to the recommender
system trained under normal circumstances, while achieving
our attack goal. Here, the validity correlates with L and
measures the degree to which the model accurately predicts
user preferences on the validation dataset. We use the predicted
rating score vector ŷ(v) of fake user v to replace v’s real
rating score vector y(v) according to the correlation between
them such that we can avoid high order gradient calculation,
which is really time-consuming. Note that, if the validity of
the poison model is much lower than that of a model trained
normally with the same dataset and the original loss function
(i.e., L), it is less likely that the poison model approximates the
final state of a compromised target recommender system since
the target recommender system will always use a validation
dataset to guarantee its best performance in the normal model
training process. Thus, it is necessary to ensure the validity of
the poison model during the attack. In order to make the poison
model better simulate the results of the poisoning attack, we
design two stages of training: i.e., pre-training and poison
training.

Pre-training. The poison model will be randomly initialized
at first and trained on its training dataset with the same
loss function (i.e., L) as the target recommender system.
After enough iterations, the poison model will be similar to
the recommender system obtained from the normal training,
ensuring the validity of the model. We can utilize this model
to start poison training subsequently.

Poison Training. The poison model in this stage will use Eq.
(6) as loss function and be trained repeatedly w.r.t all model
parameters inside it with the back-propagation method. We
select the initial λ such that the loss of the poison model
on the validation dataset and the loss that models the attack
effectiveness are roughly in the same order of magnitude. In
the training process, the poison model will get closer to our
attack goal and eventually become an ideal state of the target
recommender system. We can then use the poison model to
help the item selection process for fake users.

D. Selecting Filler Items

Now we can select filler items for each fake user based on
predicted ratings generated by the acquired final poison model
in the last poison training process. Note that, items with higher
scores in the user’s predicted rating score vector given by the
recommender system tend to have greater relevance to the user
since the system reduces the entropy between users’ predicted
score vectors and real rating score vectors during the training
process. Thus, as long as we get a reasonable poison model,
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we can obtain the predicted rating score vector ŷ(v) for fake
user v according to the model, and the top-n items other than
target item t will be selected as filler items for fake user v.

However, as the datasets used in recommender systems
are usually very sparse and the models trained from the data
have high randomness, the recommendation results of deep
learning based recommender systems for specific users and
items tend to be unstable, which means fake users obtained
from the poison model may not be good choices. Thus, if
we always directly use the predictions of the poison model
to select filler items for fake users, we are more likely to
gradually deviate from the right direction. In order to avoid
this, we develop a concept of selection probability, i.e., the
probability of an item being selected as filler items. We define
a selection probability vector as p = {p1, p2, . . . , pN}, each
element of which represents the selection probability of the
corresponding item. If item i is selected as filler item, pi will
change as follows:

pi = pi · δ, (7)

where 0 ≤ δ ≤ 1 is an attenuation coefficient that reduces the
selection probabilities of selected items. The more times an
item is selected as filler item, the lower its selection probability.
Note that, p is initialized to a vector with all element values
of 1.0 at first. If all elements in p are below 1.0 after the
poisoning attack, p will be initialized again. After the poison
model gives predicted rating score vector ŷ(v) for fake user v,
we combine it with p to guide filler item selection as follows:

rv = ŷ(v)p
T. (8)

According to Eq. (8), we select these items with the highest
n scores in rv for fake user v as filler items and update the
corresponding selection probabilities using Eq. (7). The use
of selection probability refrains from repeated selection of
specific items, and provides greater chance of being selected
for more candidate items, which allows the target item to
build potential correlations with more other items and makes
our attack more likely to be effective globally. As for the
recommender systems with sparser datasets, which means
greater uncertainty of recommendation results, we recommend
to choose a smaller δ to strengthen the internal system con-
nectivity, i.e., the target item can correlate more other items,
which avoids local optimal results and improves the attack
performance. Combining above insights, we can effectively
solve the optimization problem.

The heuristics that solve the optimization problem are
shown in Algorithm 1. Note that, since our attack is not des-
ignated to specific deep learning recommendation systems and
can be generalized to any deep learning based recommender
system, the algorithm can opt to solve the problems in various
systems. Our item selection follows three steps. First, we use
the poison model to predict a rating score vector ŷ(v) for a
fake user v. Second, we compute the element-wise product of
ŷ(v) and a selection probability vector p as an adjusted rating
score vector rv . Third, we select the n non-target items with
the largest adjusted rating scores as the filler items for v. For
each filler item i for v, we decrease its selection probability pi
by multiplying it with a constant (e.g., 0.9) such that it is less
likely to be selected as a filler item for other fake users. We use
the selection probability vector to increase the diversity of the
fake users filler items so that the target item can be potentially

Algorithm 1 Our Attack Method

Input: User-item interaction matrix Y, target item t, param-
eters m, n, K, λ, η, κ.

Output: m fake users v1, v2, . . . , vm.
1: // Add fake users one by one
2: for v = v1, v2, . . . , vm do
3: Initialize poison model Mp with expanding input user

size.
4: Add the rating tuple (v, t, rmax) to Y.
5: Pre-train Mp on Y with L.
6: Start poison training to get the final poison model Mp.
7: Use Mp to give predicted rating score vector ŷ(v) for

user v.
8: Get rv using Eq. (8).
9: Choose these items other than t with the highest n

scores in rv as filler items.
10: Update p using Eq. (7).
11: Generate rating scores for chosen filler items, consti-

tuting rating score vector y(v) for user v.
12: Y ← Y ∪ y(v).
13: end for
14: return y(v1),y(v2), . . . ,y(vm).

correlated with more items. Note that we assume the same
n is used for each fake user. However, the attacker can also
use different number of filler items for different fake users. In
particular, an attacker can use our attack to add filler items for
a fake user one by one and stop adding filler items once the hit
ratio of the target item begins to decrease. Finally, we generate
rating scores for each filler item according to their previous
fitted normal distributions to ensure their scores much similar
to other normal ratings, which also be used to effectively evade
detection. We will elaborate on the detection performance in
Section VI. Note that, to speed up the process of generating
all fake users, we can also choose to generate s (s > 1) fake
users each time at the cost of reducing the fine-grained control
on the attack effectiveness.

V. EXPERIMENTS

In this section, we first present the experimental setup.
Second, we evaluate the effectiveness and the transferability
of our poisoning attacks.

A. Experimental Setup

Datasets. We use three real-world datasets to perform our poi-
soning attacks. They are MovieLens-100K [19], MovieLens-
1M [19] and Last.fm [2], two different types of typical recom-
mender system datasets. MovieLens-100K is a classic movie
dataset which consists of 943 users, 1,682 movies and 100,000
ratings ranging from 1 to 5. Each user has at least 20 ratings in
this dataset. Similarly, MovieLens-1M is a larger movie dataset
including 6,040 users, 3,706 movies and 1,000,209 ratings
ranging from 1 to 5. Last.fm is a music dataset which contains
1,892 users, 17,632 music artists and 186,479 tag assignments.
A user can assign a tag to a music artist, which can be seen as
a positive interaction between them. Last.fm is a pure implicit
dataset as the tag assignments cannnot be quantified with
numerical values. We apply several data processing strategies
to make it suitable for our experiments. First, we binarize
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their interactions as 1.0 for positive ones and 0.0 for others,
which can be seen as implicit ratings. Second, we drop the
duplicates in the datasets as one user might assign multiple
tags to one artist. Third, as the obtained dataset is still sparse,
we iteratively filter the dataset to make sure the remaining in
the dataset has at least 10 ratings for each user and item (i.e.,
artist) to avoid the “cold start” problem. We end up with a
dataset of 701 users, 1,594 items and 36,626 ratings.

Note that we use implicit training dataset for our target
recommender system (i.e., NeuMF), so we also project the
ratings in MovieLens-100K and MovieLens-1M to 1.0 when
they are larger than 0 and 0.0 otherwise. For a binary implicit
rating score, 1.0 indicates that the user has rated the item, but
it does not necessarily represent that the user likes the item.
Likewise, an implicit rating score of 0 does not necessarily
represent that the user dislikes the item. Our attack can be
also applied to recommender systems based on explicit ratings
since the ratings can be normalized between 0 and 1 before
training for such datasets.

Target Recommender System. In our experiments, we evalu-
ate the effectiveness of the attacks by using Neural Matrix
Factorization (NeuMF) as the target recommender system.
Note that, collaborative filtering systems are one of the most
popular and effective recommender systems in the real world.
Most websites (e.g., Amazon, YouTube, and Netflix) utilize
collaborative filtering as a part of their recommender systems.
Moreover, Neural Collaborative Filtering (NCF) is the typical
representative of deep learning based recommender systems.
Thus, we choose NeuMF, an instantiation of NCF, as the target
recommender system since matrix factorization is the most
popular technique of collaborative filtering.

Baseline Attacks. We compare our poisoning attack to several
existing poisoning attacks. In all these attacks, an attacker in-
jects m fake users to the target recommender system. Different
attacks use different strategies to select filler items for fake
users.

1) Random Attack: In a random attack, the attacker
randomly chooses n filler items for each fake user.
If the training dataset is explicit, the attacker will
fit normal distributions on the initial user-item in-
teraction matrix to generate new continuous rating
scores for filler items. These rating scores will then
be projected to discrete integer numbers if necessary.
Even if the training data is implicit, if the initial form
of the dataset collected by the recommender system
is explicit, the attacker still needs to use the same
method to generate rating scores for filler items to
evade detection.

2) Bandwagon Attack: In a bandwagon attack, the
popularity of items plays a role in the selection of
filler items. We use the average score of the item to
represent its popularity on the explicit dataset, and the
frequency of the item to represent its popularity on
the implicit dataset. We randomly choose n × 10%
items from the set of 10% items with the highest
popularity and n × 90% items among the left unse-
lected items to constitute all filler items. Then we can
generate rating scores for filler items with the same
method in random attacks.

3) Poisoning Attack to MF-based Recommender Sys-
tems (MF Attack) [12], [28]: MF attack is one of
effective poisoning attacks on the most widely used
recommender systems, namely matrix-factorization
(MF) based recommender systems. Note that MF
is a traditional and non-deep learning approach for
recommender systems, and our work is the first to
implement well-designed poisoning attacks on deep
learning based recommender systems, and the target
recommender system we conduct experiments on is
generally a special kind of matrix-factorization-based
recommender systems. Specifically, we use the PGA
attack in [28] as the baseline MF attack in our
experiments. In an MF attack, the attacker will initial-
ize a generalized user-item interaction matrix based
on the training dataset at first and then implement
optimized poisoning attack on it. We will inject the
fake users generated by MF attack into our target
deep learning based recommender system to evaluate
the effectiveness of this poisoning attack and compare
with other poisoning attacks. Note that, the existing
poisoning attack [12] to matrix-factorization-based
recommender systems cannot be directly applied be-
cause it requires deriving the influence function for
NCF, which can be an interesting topic for future
work. Thus, we finally choose the PGA attack in [28]
as the MF attack to conduct our experiments.

Target Items. We evaluate two types of target items in our
work, i.e., random and unpopular target items. Random target
items are sampled uniformly at random from the whole item
set, while unpopular items are collected randomly from those
items with less than 6 ratings, 10 ratings and 12 ratings for the
ML-100K (i.e., MovieLens-100K), ML-1M (i.e., MovieLens-
1M), and Music (i.e., Last.fm) datasets, respectively. To make
our results more convincing, we sample 10 instances for
each kind of target items by default and will average their
experimental results respectively.

Evaluation Metrics. We use the hit ratio of target item t (i.e.,
HRt@K) as the metric to evaluate the effectiveness of poison-
ing attacks for promoting target item t. Suppose there are K
items in the recommendation list for each user. HRt@K is the
proportion of normal users whose top-K recommendation lists
include target item t. We compare HRt@K before and after
attacks to show the attack effectiveness. As the deep learning
based recommender system itself is usually unstable, we train
and evaluate the target model on the dataset for 30 times and
average the evaluation results. Note that, for the same kind of
target items, we will further use the average value of their hit
ratios, recorded as HR@K, to comprehensively evaluate attack
performance.

Parameter Setting. Unless otherwise mentioned, the param-
eter setting for our poisoning attacks is as follows: κ = 1,
λ = 0.01, η = 100, and δ = 0.9 for the ML-100K dataset;
κ = 1, λ = 0.01, η = 100, and δ = 0.8 for the ML-1M
dataset; κ = 1, λ = 0.01, η = 100, and δ = 0.3 for the
Music dataset; and m equals to 1% of the number of normal
users, n = 30, and K = 10 for all datasets. We conduct our
experiments on a CentOS server with 4 NVIDIA Tesla V100
GPUs, 64-bit 14-core Intel(R) Xeon(R) CPU E5-2690 v4 @
2.60GHz and 378 GBs of RAM.
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TABLE I: HR@10 for different attacks with different attack sizes.

Dataset Attack
Attack size

Random target items Unpopular target items
0.5% 1% 3% 5% 0.5% 1% 3% 5%

ML-100K

None 0.0025 0.0025 0.0025 0.0025 0 0 0 0
Random 0.0028 0.0034 0.0053 0.0078 0.0002 0.0003 0.0013 0.0025

Bandwagon 0.0030 0.0034 0.0055 0.0081 0.0002 0.0004 0.0013 0.0024
MF 0.0032 0.0035 0.0069 0.0090 0.0001 0.0002 0.0014 0.0033

Our attack 0.0034 0.0046 0.0100 0.0151 0.0007 0.0019 0.0111 0.0206

Music

None 0.0024 0.0024 0.0024 0.0024 0.0003 0.0003 0.0003 0.0003
Random 0.0037 0.0048 0.0115 0.0216 0.0006 0.0014 0.0053 0.0118

Bandwagon 0.0036 0.0046 0.0104 0.0176 0.0005 0.0011 0.0044 0.0094
MF 0.0034 0.0050 0.0120 0.0210 0.0005 0.0017 0.0058 0.0118

Our attack 0.0047 0.0068 0.0144 0.0243 0.0012 0.0026 0.0086 0.0161

B. Effectiveness of Poisoning Attacks

Now we conduct our experiments under the white-box
setting. Under this setting, we assume that the attacker is
aware of the internal structure, the training data and the
hyperparameters of the target recommender system so that we
can train an initial poison model that has similar functions with
the target recommender system.

Impact of the Number of Inserted Fake Users. Table I shows
the results of poisoning attacks with different number of fake
users. We measure the effectiveness of attacks with different
attack sizes, i.e., the fraction of the number of fake users
to that of original normal users. In the table, “None” means
no poisoning attacks performed on the target recommender
system and MF represents the poisoning attack method on
matrix-factorization-based recommender systems. We find that
our attack is very effective in promoting target items on both
datasets. For example, after inserting only 5% fake users
into the Music dataset, the hit ratio for random target items
increases by about 9.1 times.

Also, we observe that the attack performance of all at-
tack methods increases as the number of fake users inserted
increases. For instance, after injecting 0.5% fake users for
random target items to the ML-100K dataset, our attack can
achieve a hit ratio of 0.0034, while the hit ratio increases
to 0.0151 when injecting 5% fake users. The results are
reasonable because, when more fake users are inserted, the
target items occur more in the poisoned training dataset and
thus can influence the recommender system more significantly.

Our attack significantly outperforms the baseline attacks
in all cases. As for the ML-100K dataset, our attack is
quite outstanding and comprehensively surpasses all compared
methods. In particular, when inserting 5% fake users for un-
popular target items, our attack achieves the hit ratio of 0.0206,
about 6.2 times of the best hit ratio obtained by other attacks.
With the Music dataset, our attack is still the most effective
for all situations. For instance, our attacks can improve the
hit ratio of unpopular target items from 0.0003 to 0.0086
with an attack size of 3%. The MF attack achieves the best
performance among the baseline attacks. It can increase the hit
ratio to 0.0058, which is only 67.4% of that of our attack. The
possible reason is that the random attack and the bandwagon
attack do not leverage the information of deep learning models,

e.g., the model structure and parameters, so that they cannot
perform well on deep learning based systems. The MF attack
is designed for factorization-based recommender systems that
use linear inner product of latent vectors to recover Y, while
the target deep learning based recommender system in our
experiments uses extra nonlinear structure. Thus, the MF attack
cannot achieve good attack effectiveness as our attack.

To further evaluate the effectiveness of poisoning attacks
on large datasets, we conduct the experiments on the ML-
1M dataset with an attack size of 5% and sample 5 items for
each type of target items. Note that, to speed up our poisoning
attack, we generate 5 fake users each time. The results are
shown in Table II. First, we observe that, similar to the small
datasets, the large dataset is also vulnerable to poisoning
attacks. The hit ratio of unpopular target items increases from
0 to 0.0034 and 0.0060 with the bandwagon attack and our
attack, respectively. Second, our attack still performs the best
among all poisoning attacks on both random target items and
unpopular ones. For example, the hit ratio of random target
items under our attack is 0.0099, about 1.2 times of the highest
result among the baseline attacks.

Moreover, the increase of the hit ratio of unpopular target
items is much more significant than that of random target
items. For instance, when injecting 5% fake users into the
Music dataset, the hit ratio of our attacks for random target
items increases by around 9.1 times compared with initial
hit ratio while that of unpopular items increases by about
52.7 times. We suppose that it is caused by the existence
of competing items. When the hit ratio of the target item
increases, the hit ratios of other items correlated with it also
tend to increase. As the sum of all hit ratios is fixed (i.e., 1),
there will be a competitive relationship between them when
the hit ratios on both sides rise to a large value. Unpopular
items have few correlated items since they have few ratings
in the original dataset. Therefore, after a successful attack,
there will be fewer items competing with them than random
target items. This result is encouraging because the items that
attackers want to promote are usually unpopular ones.

Furthermore, all poisoning attacks on the Music dataset are
more effective than the ML-100K and ML-1M datasets. For
example, when promoting random target items with our attack
method, an attacker can increase the hit ratio by about 5.0
times, 4.8 times, and 9.1 times for the ML-100K, ML-1M and
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TABLE II: HR@10 on a large dataset.

Dataset Attack
Target items

Random Unpopular

ML-1M

None 0.0017 0
Random 0.0069 0.0024

Bandwagon 0.0080 0.0034
MF 0.0060 0.0029

Our attack 0.0099 0.0060

TABLE III: HR@K for different K.

Dataset Attack
K

5 10 15 20

ML-100K

None 0 0 0 0
Random 0.0002 0.0003 0.0005 0.0006

Bandwagon 0.0002 0.0004 0.0006 0.0007
MF 0.0002 0.0002 0.0004 0.0006

Our attack 0.0012 0.0019 0.0033 0.0042

Music

None 0.0001 0.0003 0.0005 0.0007
Random 0.0005 0.0014 0.0025 0.0037

Bandwagon 0.0003 0.0011 0.0018 0.0027
MF 0.0006 0.0017 0.0029 0.0040

Our attack 0.0007 0.0026 0.0042 0.0061

Music dataset, respectively, after injecting 5% fake users. The
possible reason is that the Music dataset is more sparse, mak-
ing the recommender system less stable and more vulnerable
to the poisoning attacks. The standard deviations of the hit
ratios in Table I can be found in Appendix A, and the change
of the hit ratio for each target item is presented in Appendix
B. These results further demonstrate the effectiveness of our
attack.

Impact of the Number of Recommended Items. Table III
shows the results of poisoning attacks with different numbers
of recommended items (i.e., K) in a recommendation list.
Attack size for all poisoning attacks is set to 1% and the
number of filler items (i.e., n) is set to by default 30 for all
methods. We choose unpopular target items to conduct our
experiments. First, we observe that our attack is still the most
effective method among all the poisoning attacks in all cases,
e.g., when K = 20, the hit ratio of our attack on the ML-100K
dataset is about 6.0 times of the best hit ratio achieved by the
baseline attacks. On the Music dataset, we can observe similar
results. For example, the MF attack can increase the hit ratio
to 0.0040 when K = 20, which is the best among the existing
methods, while our attack achieves the performance of 0.0061,
about 1.5 times of the former.

The hit ratios of all methods tend to increase with K. As
we can see, the initial hit ratio with no injected fake users
increase when K increases on the Music dataset. Similarly,
hit ratios for all poisoning attacks gradually become larger
when K increases on both datasets. For instance, the hit ratio
of our attack on the ML-100K dataset when K = 20 is about
3.5 times of that when K = 5. A larger K means a greater
chance for target items to be included in the recommendation
list. This phenomenon is particularly obvious and significant
in our attack.

Impact of the Number of Filler Items. Figure 3 illustrates
the results of poisoning attacks with different numbers of
filler items (i.e., n) that changes from 10 to 50. We choose
unpopular target items as our target items. We have some
interesting observations. First, our attack always outperforms
other existing poisoning attacks in all test cases, which further
demonstrates the effectiveness and robustness of our attack.
In particular, when n is relatively small, the performance of
our attack is still the best. Therefore, when an attacker tries
to insert as few filler items as possible to evade detection
by the target recommender system, our attack method is the
best choice to implement effective attacks. Second, the hit
ratio may not always increase when n increases. On the ML-
100K dataset, the performance of our attack increases first
and then dicreases with the increase of n. It achieves the
best result when n = 20. The attack effectiveness of the
MF attack tends to decrease when n increases, while other
attacks achieve relatively stable performance. However, on the
Music dataset, the hit ratio of our attack descends first and
then ascends with the increase of n, while the hit ratios of
other attacks fluctuate.These results show that there is no linear
correlation between the attack effectiveness and n. As with
different datasets, the most suitable n can be different for the
existing poisoning attacks. We suppose that, when n is small,
each fake user can only exert limited influence on the target
recommender system, while, when n is large, there might be
some items that are ineffective in promoting the target item,
and even competing items included in filler items. Thus, the
best number of filler items is closely related to the attack
methods and the used datasets.

Impact of δ. As an important parameter used in our attack,
δ can affect the diversity of filler items and further impact
the attack effectiveness. We select two random target items
from the ML-100K dataset and the Music dataset respectively
and analyze the diversity of the filler items selected by our
attack. For simplicity, we inject 5% fake users. The results are
shown in Figure 4. First, we observe that filler items on both
datasets have good diversities. The highest frequency of filler
items on the ML-100K dataset is 13, around 1.4% of the total
number of normal users, and all other items have relatively
low frequency. On the Music dataset, the frequency of all filler
items is not larger than 2, indicating a strong diversity. Second,
the filler items on the Music dataset have a stronger diversity
than that on the ML-100K dataset. The filler items on the
Music dataset are more evenly distributed than those on the
ML-100K dataset and the average of their frequency is lower
than that of the ML-100K. The reason is that we use a smaller
δ for the Music dataset, which ensures a better diversity.

To further investigate the impact of δ on the attack effec-
tiveness, we change the value of δ and inject 5% fake users on
the ML-100K dataset for random target items. The results are
illustrated in Figure 5. First, we observe that δ has a significant
influence on the attack effectiveness of our method on the ML-
100K dataset. The hit ratio for target items does not always
ascend when δ increases, and the best δ for the ML-100K
dataset is around 0.9. Second, compared to the hit ratio of
target items when δ = 1, i.e., no change is required for the
selection probability vector after generating a fake user, δ helps
to promote the attack effectiveness when δ < 1. Third, our
attack still outperforms other attack methods in most cases,
which demonstrates the robustness of our attack.
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Fig. 3: The impact of the number of filler items on the attack effectiveness.
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Fig. 4: The impact of δ on the diversity of filler items.
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Fig. 5: The impact of δ on the attack effectiveness for the
ML-100K dataset.

Impact of the Target Item Rated by Fake Users. We assume
that each fake user will certainly rate the target item in the
attacks including our attack as well as the baseline attacks. It
is inspired by the observation that the most effective method to
promote an item is to assign it with high rating scores in the
training dataset due to the strong correlation between users’

real ratings and predicted ratings. To accurately evaluate the
impact of the target item rated by fake users, we now consider
what if the target item is not rated by fake users by default
in various poisoning attacks. Note that, we set δ = 1.0 here
and select the (n+1) items with the highest adjusted predicted
rating scores as those items rated by the fake user in our attack,
and the baseline attacks follow their own rules to select the
(n+1) rated items for fake users. We choose the random target
items in the ML-100K dataset to conduct the experiments.
The experimental results are shown in Table IV. Compared
to the results presented in Table I, we can observe that the
effectiveness of all attack methods is reduced significantly
when the target items are not selected by default. However,
our method remains effective as the hit ratio of target items
still increases by 1.6 times when injecting 5% fake users, while
other baseline attacks are ineffective in this scenario.

C. Attacks with Partial Knowledge

In the experiments above, we assume that an attacker has
full access to the whole dataset of the target recommender
system, which does not always hold in practice. The attacker
may only have partial knowledge of the dataset. To evaluate the
effectiveness of different poisoning attacks under this setting,
we conduct further experiments with two different types of

11



TABLE IV: HR@10 for different attacks without target items
selected by default.

Dataset Attack
Attack size

0.5% 1% 3% 5%

ML-100K

None 0.0025 0.0025 0.0025 0.0025
Random 0.0025 0.0025 0.0024 0.0025

Bandwagon 0.0026 0.0026 0.0028 0.0024
MF 0.0026 0.0026 0.0027 0.0025

Our attack 0.0028 0.0034 0.0043 0.0064

partial knowledge. One partial knowledge is that the attacker
knows partial rating scores of all normal users, and the other is
that the attacker knows all rating scores of only partial normal
users. Note that, all these experiments are evaluated on the
original dataset that contains all users and all rating scores.
We use the random target items in our experiments. The results
are shown in Table VI and Table VII, respectively. According
to Table VI, we observe that, even with only 30% ratings of
the original rating matrix, the hit ratio of the random target
items in our attack is 0.0092, which is only slightly smaller
than that with full knowledge, i.e., 0.0099, (see Table II) and
much larger than the best result of baseline attacks, i.e., 0.0069
achieved by the random attack. However, the bandwagon attack
and the MF attack are much less effective with only partial
knowledge. Similarly, in Table VII, our attack still outperforms
the baseline attacks, and the hit ratio of our attack is only
slightly smaller than that with full knowledge. The results
demonstrate that our attack is still effective even when the
attacker only has partial knowledge of the training data, while
the bandwagon attack and the MF attack heavily relies on the
information informed from the observed dataset.

D. Transferability

In the previous experiments, we assume a white-box setting
under which an attacker knows the internal structure, the train-
ing data and the hyperparameters of the target recommender
system. As long as we use the known data and the model
structure to train a surrogate model locally, we can obtain a
model having a similar function to the target recommender
system. To further evaluate the transferability of our attack,
we consider the gray-box setting under which the attacker only
knows the algorithm and the training data used by the target
recommender system.

We assume that an attacker generates fake users based on
a surrogate model that is different from the internal structure
of the target recommender system. Specifically, we change the
number of MLP layers to constitute a different target recom-
mender system. Note that, these target items and filler items
generated for all fake users under this setting are consistent
with that under the white-box setting. Table V shows the hit
ratios of our attacks and the existing attacks for both random
and unpopular target items on two datasets. First, both our
attack and the existing attacks can increase the hit ratio of
target items notably. For instance, our method increases the
hit ratio of random target items by about 22.8 times compared
to the initial hit ratio when the attack size is 5% on the Music
dataset.

Second, our method shows the best transferring effective-
ness in most situations, which means that our method has
better transferability than the existing attacks. For example,
our attack achieves the highest hit ratio of random target
items, i.e., 0.0150, with an attack size of 5% on the ML-100K
dataset, which is about 1.6 times of the best performance of
the baseline attacks. Similarly, on the Music dataset, our attack
increases the hit ratio of unpopular target items from 0.0001 to
0.0184 by injecting 5% fake users, while the existing attacks
obtain the highest hit ratio of 0.0101, which is 54.9% of ours.

Third, similar to the results under the white-box setting,
we can observe that the increase of the hit ratio on the Music
dataset is more notable than that on the ML-100K dataset. For
instance, with an attack size of 5% on random target items, our
attacks can increase the hit ratio by around 22.8 times and 5.5
times on the Music and the ML-100K datasets, respectively,
compared with the corresponding initial hit ratios. The reason
is that the Music dataset is more sparse, which makes the
recommender systems trained on it less stable and easier to be
compromised.

In summary, our attack achieves a better transferability
than the baseline attacks, which means that our attack poses a
greater threat to unknown target recommender systems.

VI. DETECTING FAKE USERS

In this section, we evaluate the effectiveness of the attack
under a detector built upon rating scores. Detecting fake users
is also known as Sybil detection. Many methods have been
proposed for Sybil detection. These methods leverage user
registration information [48], user-generated content [3], [44],
and/or social graphs between users [9], [16], [24], [41]–[43],
[47]. Since we have no access to users’ registration information
and social graphs, similar to [13], we utilize a detection method
based on user-generated content, i.e., the ratings of users on
items. We extract useful features from the datasets and generate
certain feature values for each user. We train a fake user
classifier for each poisoning attack to detect fake users. We
will study the effectiveness of the poisoning attacks when the
recommender system has deployed such a detector.

Rating Score Based Detection. Similar to the existing de-
fenses [7], [13], [32] that leverage several statistical features
from rating scores to distinguish normal users from fake users,
we adopt these features to train our detection classifiers. The
details of these features are described as follows.

• Rating Deviation from Mean Agreement (RDMA) [7].
The feature indicates the average deviation of rating
scores of a user to the mean rating scores of the
corresponding items, which is computed as follows
for a user u:

RDMAu =

∑
i∈Iu

|yui−y(i)|
ci

| Iu |
, (9)

where Iu is the set of items that user u has rated, | Iu |
is the number of items in Iu , yui is user u’s ratings
score for item i, y(i) is the average rating score of
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TABLE V: HR@10 under the transferability setting.

Dataset Attack
Attack size

Random target items Unpopular target items
0.5% 1% 3% 5% 0.5% 1% 3% 5%

ML-100K

None 0.0023 0.0023 0.0023 0.0023 0 0 0 0
Random 0.0027 0.0035 0.0070 0.0083 0.0002 0.0005 0.0016 0.0030

Bandwagon 0.0027 0.0030 0.0070 0.0092 0.0003 0.0005 0.0018 0.0034
MF 0.0027 0.0036 0.0064 0.0096 0.0003 0.0005 0.0019 0.0035

Our attack 0.0038 0.0042 0.0099 0.0150 0.0010 0.0023 0.0082 0.0141

Music

None 0.0009 0.0009 0.0009 0.0009 0.0001 0.0001 0.0001 0.0001
Random 0.0020 0.0024 0.0088 0.0189 0.0003 0.0010 0.0042 0.0101

Bandwagon 0.0011 0.0025 0.0074 0.0160 0.0001 0.0004 0.0027 0.0091
MF 0.0015 0.0028 0.0087 0.0152 0.0004 0.0009 0.0049 0.0096

Our attack 0.0015 0.0022 0.0128 0.0214 0.0007 0.0014 0.0101 0.0184

TABLE VI: HR@10 on ML-1M dataset with a partial rating
matrix.

Knowledge level Attack Random target items

30%

None 0.0017
Random 0.0069

Bandwagon 0.0060
MF 0.0040

Our attack 0.0092

TABLE VII: HR@10 on ML-1M dataset with a subset of users.

Knowledge level Attack Random target items

30%

None 0.0017
Random 0.0069

Bandwagon 0.0057
MF 0.0035

Our attack 0.0091

item i, and ci is the total number of ratings for item
i in the whole dataset.

• Weighted Degree of Agreement (WDA) [32]. The
feature is the numerator of the RDMA feature, which
is computed as follows:

WDAu =
∑

i∈Iu

| yui − y(i) |
ci

. (10)

• Weighted Deviation from Mean Agreement
(WDMA) [32]. This feature considers more the
items that have less ratings, which is similar in form
to RDMA. It is calculated as follows:

WDMAu =

∑
i∈Iu

|yui−y(i)|
c2i

| Iu |
. (11)

• Mean Variance (MeanVar) [32]. This feature denotes
the average variance of rating scores of a uesr to the
mean rating scores of the corresponding items. The

MeanVar feature for a user u is computed as follows:

MeanVaru =

∑
i∈Iu

[yui − y(i)]2

| Iu |
. (12)

• Filler Mean Target Difference (FMTD) [32]. This
feature measures the divergence between rating scores
of a user, which is obtained by:

FMTDu =

∣∣∣∣∣∣∣

∑
i∈IuM

yui

| IuM |
−

∑
j∈IuO

yuj

| IuO |

∣∣∣∣∣∣∣
, (13)

where IuM is the set of items in Iu that u gave
the maximum rating score and IuO includes all other
items in Iu.

For each kind of poisoning attack, we generate certain
amount of fake users and extract the same number of normal
users from the original dataset to form a user set. The corre-
sponding features for each user in the user set is calculated
to constitute a training dataset for fake user classifier. In our
experiments, 300 normal users and 300 fake users are included
in the training dataset. We follow the workflow of SVM-
TIA [51] method and use the grid search with 5-fold cross
validation to select the best parameters for the classifier. SVM-
TIA [51] is one of the state-of-the-art detection methods for
shilling attacks. The detection method contains two phases. In
the first phase, i.e., the support vector machine (SVM) phase,
an SVM classifier is used to filter out a suspicious user set that
may contain both fake users and normal users. To keep the
normal users in the suspicious user set, the second target item
analysis (TIA) phase tries to find out target items by counting
the number of maximum rating (or minimum rating under
demotion attacks) of each item in the suspicious user set. Then
the items whose number of maximum rating exceeds threshold
τ will be regarded as target items under the assumption that
attackers will always give the maximum rating to target items.
The users who set target items the maximum rating will be
judged as fake users while others are viewed as normal users.
Here, τ is a hyperparameter that balances between filtering
out fake users and retaining normal users. That is, a higher τ
will cause fake users with a small attack size easier to escape
detection, while a lower τ makes the detector more likely to
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TABLE VIII: Detection results for different attacks.

Dataset Phase Attack
FPR FNR

0.5% 1% 3% 5% 0.5% 1% 3% 5%

ML-100K

SVM

Random 0.0106 0.0106 0.0106 0.0106 0.0200 0.0111 0.0179 0.0021
Bandwagon 0.0127 0.0127 0.0127 0.0127 0.0400 0.0222 0.0214 0.0127

MF 0.0191 0.0191 0.0191 0.0191 0.0400 0.0556 0.0500 0.0298
Our attack 0.1410 0.1410 0.1410 0.1410 0.3400 0.3444 0.2357 0.2340

TIA

Random 0.0001 0.0001 0.0001 0.0001 0.0200 0.0111 0.0179 0.0021
Bandwagon 0 0 0.0003 0.0008 0.0400 0.0222 0.0214 0.0127

MF 0.0001 0.0001 0.0013 0.0050 0.0400 0.0556 0.0500 0.0298
Our attack 0.1267 0.1273 0.1283 0.1290 0.3800 0.3444 0.2357 0.2340

incorrectly filter out normal users in the suspicious user set. As
the attack size of our attack can be quite small (e.g., 0.5%), in
order to retain as many as normal users while maintaining the
ability to filter out fake users, we set τ to 0.4% (i.e., τ = 4 for
ML-100K) of the total number of normal users, slightly small
to the smallest attack size (i.e., 0.5%) in our experiments.

Note that, before training and testing the classifier, we
perform data scaling on the input data, which significantly
improves the model performance in this scenario. After the
classifier is trained well, we can simply deploy the classifier
on the recommender system to filter input training datasets
and include these users who are predicted to be fake users
into the suspicious user set. This rating scores based detection
method is designed for explicit dataset. Note that, the Music
dataset is purely implicit, which means that the above features
will always be 0. The detection process for implicit dataset re-
quires other complicated techniques like semantic analysis that
closely relates to the platform corpus. However, the workflow
for fake user detection can be similar to that on explicit dataset,
the main difference between them is features and the way
of obtaining feature values for subsequent classifier training.
Here, we mainly conduct detection experiments with random
target items on the ML-100K dataset.

Effectiveness of Fake User Detectors. In the detection pro-
cess, we focus on whether the detector can effectively detect
false users and whether the detector affects the original dataset.
Here we use False Positive Rate (FPR) and False Negative
Rate (FNR) to evaluate the performance of the detector, where
FPR stands for the fraction of normal users who are falsely
predicted as fake users while FNR means the proportion of
fake users who are falsely predicted as normal users. The
detection results including both phases of SVM-TIA on the
ML-100K dataset are shown in Table VIII. First, the TIA
phase can decrease FPR after the SVM phase, while it does not
influence FNR in most cases. However, we can observe that
there is an abnormal increase in FNR when attack size is 0.5%
(which is slightly larger than τ ). This is because some fake
users have escaped detection in the SVM phase and the number
of the maximum ratings of the target items is lower than τ .
Thus, the detector cannot identify the target items and all fake
users will escape detection, which further increases the FNR.
Second, the fake user detectors are quite efficient in detecting
fake users that are generated by the baseline attacks. As we can
see, FPRs and FNRs for these attacks under different attack
sizes are lower than 5% in most cases, which means most
fake users and normal users are correctly classified by the

TABLE IX: HR@10 for different attacks under detection.

Dataset Attack Attack size
0.5% 1% 3% 5%

ML-100K

None 0.0025 0.0025 0.0025 0.0025
Random 0.0031 0.0029 0.0023 0.0020

Bandwagon 0.0032 0.0029 0.0037 0.0019
MF 0.0030 0.0029 0.0036 0.0031

Our attack 0.0030 0.0029 0.0045 0.0067

detectors, showing the effectiveness of this detection method.
Third, the detector for our attack is not effective enough. FPR
is around 12% and FNR is around 30%, which means the
detector still makes a large amount of false judgements for our
attack and around 30% of fake users are successfully inserted
to the training dataset. According to the above observations,
it is obvious that it is much harder to detect our attack than
other baseline attacks.

Effectiveness of Poisoning Attacks under Detection. Now
we test the hit ratio of target items for different poisoning
attacks after deploying fake user detectors on the target recom-
mender systems. The experimental results are shown in Table
IX, where “None” means there is neither poisoning attack
nor fake user detector deployed on the target recommender
system. The hit ratio of target items with baseline attacks
does not significantly change with different attack sizes. As
shown in Table IX, overall our attack still outperforms the
baseline attacks, and the baseline attacks achieve only small
improvements on the initial hit ratio. In particular, our attack
is still effective under detection, e.g., when inserting 5% fake
users into the target recommender system, the hit ratio for
target items rise to 0.0067, about 2.7 times of the initial hit
ratio. The reason is that almost 30% of fake users are not
filtered out and they can still have a large impact on the target
recommender system. Note that, when the attack size is small
(e.g., 0.5%), many normal users that have rated the target items
are falsely filtered out by the detector, while only few fake
users are successfully injected into the dataset in our attack,
which leads to relatively low hit ratios. Even though, our attack
achieves similar performance to the baseline attacks when the
attack size is small.

Discussion. Attackers can use various strategies to evade
detection. For example, as the SVM-TIA detection method
heavily relies on the frequency distribution of items, an
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attacker could evade detection by adjusting the process of
constructing fake users, e.g., avoiding selecting the same items
frequently by controlling the selection probability. Moreover,
an attacker can construct fake users without target items
selected by default, thus decreasing the frequency of the target
items. As our experimental results in Section V showed, when
the target items are not selected by fake users by default, our
attack remains effective and still significantly outperforms the
baseline attacks.

Besides the above statistical analysis of the rating patterns
of normal and fake users, there are also some other detection
and defense mechanisms against data poisoning attacks. For
instance, Steinhardt et al. [39] bound the training loss when the
poisoned training examples are in a particular set, i.e., poisoned
training examples are constrained. It is an interesting topic for
future work to generalize such analysis to bound the training
loss of recommender systems when an attacker can inject a
bounded number of fake users. Paudice et al. [36] aim to
statistically analyze the features of training examples and use
anomaly detection to detect poisoned training examples. We
explore supervised learning based defenses in our experiments,
where the features are extracted from users’ rating scores. As
future work, we can extend the anomaly detection method to
detect fake users based on statistical patterns of their rating
scores.

There are also certifiably robust defenses [22], [23], [29],
[40] against data poisoning attacks to machine learning al-
gorithms. However, recommender systems are different from
the machine learning algorithms considered in these work.
For instance, top-K items are recommended to each user in
a recommender system, while a machine learning classifier
predicts a single label in these work. However, it is an
interesting future work to generalize these certified robustness
guarantee to recommender systems.

VII. CONCLUSION AND FUTURE WORK

In this work, we show that data poisoning attack to deep
learning based recommender systems can be formulated as an
optimization problem, which can be approximately solved via
combining multiple heuristics. Our empirical evaluation results
on three real-world datasets with different sizes show that 1)
our attack can effectively promote attacker-chosen target items
to be recommended to substantially more normal users, 2)
our attack outperforms existing attacks, 3) our attack is still
effective even if the attacker does not have access to the neural
network architecture of the target recommender system and
only has access to a partial user-item interaction matrix, and
4) our attack is still effective and outperforms existing attacks
even if a rating score based detector is deployed. Interesting
future work includes developing new methods to detect the
fake users and designing new recommender systems that are
more robust against data poisoning attacks.
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APPENDIX

A. Standard Deviations of Experimental Results

In this section, we provide the standard deviations of
experimental results (see Table I in Section V-B), which is
corresponding to that in Table X. We can observe some
interesting findings in Table I and Table X. First, the increase
of standard deviations is slower than that of the average hit
ratios. For example, on the ML-100K dataset, the average
hit ratio for random target items is 0.0025 for the “None”
setting, while the standard deviation of the hit ratios for these
target items is 0.0033, even larger than the former. As for all
attack methods, after injecting 5% fake users into the target
recommender system, all average hit ratios for random target
items are larger than the standard deviations for hit ratios
of these target items, which indicates that all attack methods
can promote target items. Second, our attack have the highest
standard deviations in most cases. The reason is that our attack
promotes target items most significantly among all attacks and
the hit ratios for some target items tend to increase faster than
others.

B. Hit Ratio per Target Item

In this section, we show the change of the hit ratio for
each target item in different attacks with different attack sizes.
We count the number of target items whose hit ratio has
been promoted compared to the original value. The results
are shown in Table XI. We find that not all target items can
get promoted when injecting limited number of fake users,
which often happens when the attack size is very small. As
the attack size increases, more target items get promoted
and finally all target items obtain an increased hit ratio in
all attack methods when 5% fake users are injected. More
importantly, we observe that our attack increases the hit ratios
of most selected target items, especially when the attack size
is small, e.g., 0.5%. All these results demonstrate our attack is
effective to promote target items in poison deep learning based
recommender systems.
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TABLE X: Standard deviations for different attacks with different attack sizes.

Dataset Attack
Attack size

Random target items Unpopular target items
0.5% 1% 3% 5% 0.5% 1% 3% 5%

ML-100K

None 0.0033 0.0033 0.0033 0.0033 0 0 0 0
Random 0.0036 0.0041 0.0054 0.0074 0.0002 0.0003 0.0009 0.0016

Bandwagon 0.0038 0.0039 0.0056 0.0075 0.0002 0.0003 0.0009 0.0015
MF 0.0038 0.0045 0.0070 0.0089 0.0002 0.0003 0.0020 0.0032

Our attack 0.0038 0.0043 0.0090 0.0122 0.0008 0.0021 0.0060 0.0101

Music

None 0.0038 0.0038 0.0038 0.0038 0.0005 0.0005 0.0005 0.0005
Random 0.0044 0.0049 0.0063 0.0098 0.0008 0.0015 0.0041 0.0064

Bandwagon 0.0044 0.0049 0.0068 0.0076 0.0006 0.0014 0.0029 0.0061
MF 0.0043 0.0052 0.0073 0.0084 0.0005 0.0018 0.0045 0.0062

Our attack 0.0055 0.0066 0.0079 0.0109 0.0015 0.0025 0.0063 0.0100

TABLE XI: The number of promoted target items for different attacks with different attack sizes.

Dataset Attack
Attack size

Random target items Unpopular target items
0.5% 1% 3% 5% 0.5% 1% 3% 5%

ML-100K

None 0 0 0 0 0 0 0 0
Random 4 8 9 10 6 9 10 10

Bandwagon 6 8 10 10 6 10 10 10
MF 7 8 10 10 5 8 10 10

Our attack 9 9 10 10 9 10 10 10

Music

None 0 0 0 0 0 0 0 0
Random 9 10 10 10 7 9 10 10

Bandwagon 8 10 10 10 8 9 10 10
MF 10 10 10 10 8 9 10 10

Our attack 9 10 10 10 9 10 10 10
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