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Abstract—Satellites and the services enabled by them, like GPS, real-time world-wide imaging, weather tracking, and worldwide communication, play an increasingly important role in modern life. To support these services satellite software is becoming increasingly complex and connected. As a result, concerns about its security are becoming prevalent.

While the focus of security for satellites has historically been on encrypting the communications link, we argue that a fuller consideration of the security of satellites is necessary and presents unique challenges. Satellites are becoming increasingly accessible to attackers—thanks to supply chain attacks and Internet connected ground stations—and present a unique set of challenges for security practitioners. These challenges include the lack of any real ability for a human to be physically present to repair or recover these systems, a focus on safety and availability over confidentiality and integrity, and the need to deal with radiation-induced faults. This work characterizes the cyber threats to satellite systems, surveys the unique challenges for satellite software, and presents a future vision for research in this area.

I. INTRODUCTION

Satellite constellations offer a suite of services crucial to the modern world. Position, navigation, and timing (PNT) constellations, such as GPS, provide invaluable support to a diverse collection of systems ranging from consumer smartphones and ATMs to commercial aircraft and military weapons systems. Earth imaging has revolutionized weather forecasting and planetary science. More recently, commercial imagery of military conflicts in near real time has enabled unprecedented visibility into active warzones [54]. The RF-sensing constellation operated by HawkEye 360 has even detected and publicized the location of Russian military jammers operating in Ukraine during the ongoing conflict there [59]. Commercial satellite communications have opened Internet and voice/data capabilities to previously isolated remote regions, and can continue to operate when terrestrial infrastructure is unavailable, damaged, or destroyed.

This importance is not lost on adversarial actors. GPS jamming has been observed in 2023 across several conflict areas in the Middle East, and has interfered with the inertial navigation systems of commercial flights in the region [48]. Russia launched a cyberattack against Viasat’s KA-SAT satellite communications service immediately prior to its invasion of Ukraine, with wide-reaching loss of communications capability [28]. There have been ongoing attempts, also allegedly by Russia, to jam Starlink services over Ukraine as well [25]. More broadly, the use of cyber weapons against space systems is increasingly recognized as a credible counterspace threat [35] that can cause irreversible harm to satellites. This is especially concerning given their cost, long operational lifetimes, and the difficulty in replacing them should they be lost.

Historically, satellite security efforts have focused on encryption of the communication link. This is necessary, but clearly no longer sufficient. The complexity of satellite software continues to grow as industry moves toward ever more ‘software-defined’ systems that draw on a long tail of dependencies. These are vulnerable to software supply chain attacks whose effects may not manifest until long after launch and any hope of remediation. Ground stations themselves are regularly Internet-connected, opening avenues for malware to make its way into the trusted perimeter and potentially issue seemingly authorized commands over the encrypted link.

Securing space systems comes with unique challenges not seen in other embedded domains. Of course, in some ways satellites are indeed traditional embedded systems. They contain a small computer connected to custom hardware with a software stack dedicated to performing a specific task, similar to a drone, car, or smart camera. For these kinds of common embedded and Internet-of-Things (IoT) systems, the software security challenges have already been well-studied in the literature [3], [13], [22], [32], [53], [56]. However, satellites are distinct in their sheer remoteness and need to operate in harsh orbital environments. This presents several challenges to securing them against cyber threats.

First is the lack of human accessibility. Unlike terrestrial embedded and IoT systems, where a human is able to repair or reboot the device as a last resort, satellites are launched into space with no ability for humans to physically access, reboot, repair, or replace components. As a result, safe modes and autonomous recovery approaches are crucial to eventually reestablishing remote operator control. This is particularly critical in the context of cyber attacks. Operators must reassert control over compromised satellite software and eject the attacker, without having physical (or even continuous remote) access.

Second is the paramount need for system safety and availability. Unlike most terrestrial embedded and IoT systems,
satellites turn the traditional Confidentiality, Integrity, and Availability (CIA) triad on its head; Safety (not physically damaging the spacecraft) and Availability (continuing to perform the mission and be available) are often prioritized by satellites over Integrity and Confidentiality. In this regard, they are similar to safety-critical cyber-physical systems [4], [57]. Importantly, this emphasis on availability extends to any security systems for a satellite: a solution that crashes the satellite or aborts processing is simply unacceptable.

Third, satellites operate in a harsh radiation environment that can induce faults in otherwise correct hardware. Outside the protection of earth’s atmosphere, cosmic radiation regularly strikes processing circuitry on satellites. Radiation-induced faults can manifest as transient bitflips or more long-lasting errors. While hardware design can mitigate some faults and prevent permanent failure due to others, some faults will still regularly impact the software in the system and necessitate software-based mitigation or recovery strategies [19].

Finally, as identified by prior work [9], [60], most satellites operating today rely on legacy flight software attuned to operational needs and not designed to operate through cyber attack. In some cases, the software has been designed for reusability and modularity, (e.g., NASA's core Flight System (cFS) [8]), but in other cases, it is akin to a single large state machine that senses and actuates satellite subsystems. Basic security principles like the principle of least privilege [40] do not figure into the design of these systems.

Due to these challenges, we argue that securing satellite software deserves special attention by the security community and cannot easily rely on prior work in the terrestrial embedded software, radiation-induced faults, and survey existing satellite software. We characterize the cyber threats to satellite systems, emphasizing the importance of assuming compromise and exploring supply chain attacks as a particularly likely threat vector. (Section III)

We survey in detail the challenges to current space systems including the lack of human accessibility, the importance of safety and availability, the impact of radiation, and the difficult-to-secure design of existing software. (Section IV)

We propose a vision for the future and suggest a research roadmap to achieve that vision. (Section V)

II. BACKGROUND

In this section, we provide background on satellite flight software, radiation-induced faults, and survey existing satellite security work.

A. Satellites and Flight Software

Satellite flight software is tasked, at minimum, with processing commands from the ground station and operating the hardware peripherals on the space vehicle (called the bus) in order to maintain safety-of-flight. The bus provides mission-agnostic services and infrastructure, such as managing the power and thermal environments, maintaining a command and data link to the ground, attitude control (pointing direction), and orbital maneuvers (if the satellite is equipped with propulsion). Flight software manages and coordinates these cyber-physical functions. It serves a similar role to avionics software in aircraft and is held to similar standards of assurance and correctness.

One key difference between satellite flight software and avionics, however, is that satellite operators may be unavailable for large intervals of time due to line-of-sight communication requirements. Depending on the orbit, it is not uncommon for a satellite to transit over a ground station for only ten to fifteen minutes out of every ninety. Flight software must therefore autonomously manage crucial resources like power and heat, perform complex orbital maneuvers, maintain orientation, and execute stored tasking commands.

Flight software may also, to varying degrees depending on the specific satellite, manage the payload(s) that provide some service to satellite operators (e.g., communications, sensing, imaging, PNT). Some satellites tightly integrate payload and bus, for example to enable bus-steered optical sensors. In these architectures, flight software is often also responsible for payload management [14]. Other approaches treat the bus as a separate, shared infrastructure provider for a series of independent hosted payloads, many of which may be from different organizations and perform differing unrelated tasks (e.g., shared ESPA-style buses [12]). Bus flight software in these systems is limited to providing safety-of-flight and common services such as power and propulsion.

Initially, spacecraft control software and hardware were unique, custom components designed solely and specifically for a single mission. Today, we see spacecraft leverage specialized but common hardware platforms with well-known architectures, such as the RAD750 (Sparc) and the Xilinx Zyng7000 (armv7). Sometimes these are Commercial Off-the-Shelf (COTS) components; other times, they are modified specifically for space missions. Modern spacecraft software also tends to build upon standard, full-fledged operating systems such as Linux, FreeRTOS, VxWorks, and Green Hills’ Integrity rather than single-use, bare-metal software. SpaceX, for example, famously uses Linux on their satellites [55].

Additionally, spacecraft control software itself is becoming increasingly reusable. Realizing that many of their missions required overlapping functionality, NASA developed a modular, layered spacecraft software stack called the core Flight System (cFS) [8]. The foundation of cFS is the core Flight Executive (cFE), a portable, platform-independent framework that provides an application runtime environment with services common to most flight applications. Building on the cFE, the application layer of cFS hosts reusable software components that different missions can deploy for common mission functionality. Other satellite flight software platforms exist and are similarly modular. While modular software is an improvement over the prior state, none of this software is yet designed with isolation between modules or consideration of basic security principles. Sadly, not even all new missions today use modular software, with many spacecraft missions continuing to choose monolithic, single-use software deployments since the one-time cost is often perceived to be lower.
B. Cosmic Rays and Fault Tolerance

A challenge that is unique to space systems is the need to operate in the presence of cosmic rays that can alter hardware states [6]. Cosmic rays include a multitude of high-energy particles from a variety of sources, which may impart charge on circuit elements, disrupting stored and transient values. This induces bitflips in SRAM or flip-flops that cause calculations to fail or return erroneous results. The total set of possible effects are complex and can include much more destructive behavior, but we will focus on Single Event Upsets (SEUs) — so-called soft errors — for this discussion, as system designers should avoid parts likely to experience more destructive effects. The actual soft error rate depends on many factors: the environment, shielding around a device, the chip fabrication process, and low-level features of the circuit.

The outcome of an unmitigated SEU can vary. In many cases, the upset is simply masked by a future overwrite with no meaningful lasting impact. However, an SEU can also lead to incorrect computations or memory state corruption, which can be extremely difficult to detect in time to mitigate. This so-called silent data corruption can threaten system safety and availability. Detecting, mitigating, and designing against it is critical for any software that will operate outside the atmosphere.

Soft errors must be accounted for in spaceflight software because fabrication processes are no longer able to guarantee robustness to particle strikes (generally due to smaller circuit features requiring less charge to affect operation). Radiation hardened parts now implement redundancy at other levels of the design, either at the cell library level [17], the CPU [24], or somewhere in between. Unfortunately, the cost of this redundancy is prohibitive for commercial applications. These remain niche parts that fit only the highest of budgets. Instead, it is common to use COTS processors for limited-lifespan missions, accepting some rate of upsets and eventual failure due to long-term effects.

C. Existing Satellite Security Work

Historically, work securing satellite systems has focused on the communications link between the satellite and the ground station. The security of this link [37], [47] and its physical layer medium [31], [42] have received significant attention. Other work has reported on particular satellites trusting in obscurity as their only security protection [36].

An area of more recent focus has been the security of analog sensors on satellites [61]. In particular, there has been significant effort to prevent satellite communications (SAT-COM) interference [31]. More recent work has studied the ability for an attacker to spoof analog signals, rather than only impact their availability [10].

Because satellite software is mostly implemented in C/C++, where memory safety vulnerabilities are a particular concern, other academic work calls for standard software security improvements for satellite software [9], [60]. These works also emphasize the importance of designing satellite software with security and reliability in mind [9], [41].

There are also frameworks for describing security gaps in a software stack, such as MITRE’s ATT&CK project [51], MITRE’s CAPEC framework [52], and NIST’s OSCAL [33]. A recent entry in this category that focuses on space systems is Aerospace’s SPace Attack Research & Tactic Analysis (SPAR)TA guidelines [1].

III. Cyber Threats to Satellites

Satellites are part of a larger space system architecture that collectively provides a service or conducts a mission. Other components of this system are the ground control station, potentially user terminals (e.g., for satellite communications), and potentially other satellites in a constellation. For the purpose of this work we focus on the threats to the satellite itself, not on malicious ground stations or constellation members.

A number of existing works provide extensive attacker models for satellites [60] or focus on particular aspects of the threat to satellites [10]. Here, we focus on motivating what we argue should be a core design assumption when addressing the unique challenges to satellite cybersecurity: that a cyber-attack has already succeeded. That is, satellite software should be able to operate through, and recover from, a successful compromise of one or more software components. It is not enough to rely on hardening external interfaces to the system.

A software supply chain attack is a compelling example of why that assumption should hold. The software dependency base of even very simple flight software is large and often includes familiar packages such as the Linux operating system or popular high-performance computing libraries (e.g., for image or signal processing). There will also be a collection of common drivers not unique to the satellite itself, such as for serial and other data ports. This is potentially fertile ground for attackers to compromise the software supply chain; a technique that has been used to great effect in recent years on terrestrial enterprise networks (e.g., SolarWinds [2], NotPetya [15]).

Consider a software supply chain attack leveraging malicious drivers that are provided as part of a 3rd party vendor’s integration package. Malicious signed drivers have been used in recent terrestrial cyber attacks [30]. Such drivers could provide a highly privileged foothold for autonomous malware that bypasses the need to break link encryption entirety.

The intent of this paper is not to argue that this particular example is more or less likely than other cyber threats to space systems. However, it is in many ways a worst-case scenario from the perspective of defenders and is rooted firmly in the realm of the possible. Thus, we argue that spaceflight software should be designed from the start to operate under the assumption that parts of the satellite’s software stack may be compromised from the beginning (although they may not become actively malicious immediately).

IV. Current State of the Art

In this section, we examine the current state of the art around our major challenges to satellite software: lack of human accessibility, an emphasis on safety and availability, radiation, and insecure legacy software.

A. Lack of Accessibility

Since satellites are effectively inaccessible to humans once launched, satellites are normally configured to recover autonomously back to a known-good state in the event of a
critical failure. A common approach is building one or more “safe modes” into the system that provide only extremely simple safety-of-flight functionality: point the solar panels at the sun to keep the satellite power positive and point the antenna at the ground to enable communication. By limiting functionality to only the most critical systems, the majority of potentially faulting components can be kept offline.

These “safe modes” are often supplemented with a boot-time mechanism that first attempts to boot a preferred system image and, if that fails, tries a series of less-preferred images [14], [45]. This mechanism also enables safe update of the satellite’s software by replacing one system image and attempting to boot it while preserving a known-good image, similar to Android’s A/B boot [49].

Unfortunately, offering a “safe mode” as satellites do today is insufficient when considering malicious attackers. Adversaries may be able to disable the “safe mode”, prevent it from being actuated, or persist in the reduced software stack that still remains online.

To truly remediate compromised spaceflight software, an independent, isolated high-assurance mechanism not accessible in any way to the primary software stack is required. We refer to this as a root-of-recovery (RoR). At minimum, the RoR must be capable of preserving communication with the ground, receiving software updates, and deploying them to re-assert control over a compromised satellite. It may also be desirable to move other safe-mode functionality into the RoR, but this must be balanced against adding complexity that can make high assurance operation more difficult to prove.

A root-of-recovery must be a highly-secure component that is strongly isolated from the rest of the system; to operate correctly, it needs to be unaffected by system compromise. It is itself also a valuable target for attackers and must remain inviolate. A compromised RoR is effectively an attacker-controlled bootloader. A separate processor, an FPGA IP core, or a secure processing enclave are all potential approaches. Fortunately, there is substantial prior work that can be drawn from when considering how this type of isolation can be provided [21], [29], [58].

In addition to whole-system software updates, it may be valuable for a RoR to include more advanced features that minimize disruption to the overall mission of the satellite. These could include software system reconfiguration to mitigate attacker-controlled components, or finer-grained reset, update, and recovery, for example.

B. Emphasis on Safety and Availability

Satellite software has a unique emphasis on Safety and Availability over other security goals, based partially on the lack of physical availability. In particular, the most important security property for a satellite is safety. This is the idea that the system should not harm itself or other satellites. This could happen, for example, by accidentally pointing a camera at the sun or by colliding with another satellite. We see similar concerns in terrestrial cyber-physical systems, such as the power grid.

After Safety, Availability is the next most important property for a satellite. This is a critical concern for satellites because no human will have access to the satellite once launched so there is effectively no ability to remotely recover a satellite that has lost power or communications. The only way to repair the satellite is via its computer system. Additionally, the missions being performed by satellites—PNT, imaging, communications—are extremely vital and minimal downtime is required.

With Safety and Availability guaranteed, satellites would also benefit from Integrity, especially the knowledge that the satellite is running the correct and unmodified software image. Confidentiality, if considered at all, is a nice to have, at least within the satellite itself.

In contrast, cybersecurity has historically focused on violations of Confidentiality, Integrity, and Availability (CIA) [40], in that order. Of most importance is Confidentiality followed by Integrity. Availability is a distant third, often only provided if the system is not under attack. Notice that this is almost exactly opposite how satellite systems rank the importance of their goals.

This mismatch has significant impact. For example, computer security techniques generally default to crashing the process or the system if an attack is detected. For satellites, this approach is completely unacceptable.

C. Radiation Faults

As discussed in Section II, the space environment is generally hostile to functioning microelectronics, inducing periodic faults which would ideally be detected and handled. Achieving this to any extent requires a whole-system design approach, starting with processor selection.

Many modern reliability-oriented application processors (e.g., NXP Layerscape® 1046A [34]) are able to provide now-standard protections which help limit the potential impact of radiation-induced faults:

- Single-error correct, double-error detect (SECDED) codes for data caches and main memory [16]
- Simple parity checking for read-only caches such as instruction caches and translation lookaside buffers
- Hardware memory patrol scrubbers able to read and correct data errors in memory
- Memory protections at the CPU—e.g., a memory management unit (MMU) or memory protection unit (MPU)
- Memory protections within bus infrastructure—e.g., a system MMU (SMMU) or Input/Output MMU (IOMMU)
- Hardware watchdog timers (WDTs) to help detect loss of liveness

However, while these features are available, they are not all broadly adopted. This is often the case because designers choose parts with fewer features, but more extensive flight heritage. For example, the Xilinx Zynq7000 series SoC FPGA is still often selected for use despite having a ~18x worse SEU rate than its more modern FinFET-based Zynq UltraScale+ counterpart [18], no error correcting memory, no SMMU, and no memory scrubber.

This choice seems illogical, but stems from often sensible reasons. First, The Zynq UltraScale+ is not simply the newer generation—it’s a vastly different device and its many benefits
come at both monetary and power costs. Second, more known errors can be attractive over fewer unknown errors, especially depending on the impact of those errors. This is particularly true given that the amount of damage that can occur without detection is quite high, especially with unprotected memory and/or cache.

Ultimately, designers select thresholds for errors that can be detected and recovered, e.g., one per week or month, and use this to select a processor. This ultimately means that satellite software must handle soft—i.e., recoverable—errors, with some nonzero frequency.

These errors have been studied extensively for decades [6]. The breadth of functional effects is extensive and there is no surefire detection method. A system would ideally be expected to fail safely and not to a vulnerable or significantly degraded state, preferably resorting to some restorative action such as rebooting. However, even that is extremely challenging and many have attempted to improve the failure detection rate of software [20] [43] with some success. These techniques are challenging to apply for even moderately complex software, but may be able to be applied selectively to especially sensitive code regions, for example, operations which manipulate page tables.

How these errors impact more complex software systems and how they might impact security guarantees onboard spacecraft is an open research question.

D. Insecure Software

Much existing satellite software is poorly suited for operating in a malicious environment. For example, NASA’s cFS [8], although designed to be modular from a software development perspective, runs modules as threads in a shared address space, allowing malicious attackers to trivially move between them. Similar issues are prevalent in common monolithic operating systems—once one part of the operating system is compromised, the entire operating system and any applications running on it are trivially compromised.

One of the largest issues in satellite software is the pervasive use of memory-unsafe languages like C/C++ in satellite software. Memory safety vulnerabilities are one of the largest classes of issues in modern software [7], [50] and although a host of mitigations have been developed [46], these are rarely used in space systems.

Another issue is that this software is usually designed without regard to the principle of least privilege [40]. Software running as root is pervasive [5], [9]. Even when software is modular, it may not provide isolation between modules, as in cFS. Further, in commonly used operating systems like VxWorks and FreeRTOS, isolating userspace from the kernel is optional and not always enabled [38].

Prior work has covered many of these issues and suggested at least partial solutions [9], [60].

V. A Secure and Resilient Software Stack

In this section, we provide a vision for a future secure satellite software stack and outline key research required to achieve this vision.

We argue that the satellite software stack of the future needs to carefully address the challenges we have laid out above. To cope with a lack of human accessibility, it needs not only safe modes but a root-of-recovery that can enable operators to reassert control over a compromised satellite. In order to enable this, the operating system and flight software are going to need to become security-focused and modular, with strong isolation between components. To support safety and availability as paramount concerns, broader solutions for dealing with faults beyond simply crashing or rebooting will be needed, especially where malicious behavior is involved. Future software stacks also need to handle radiation faults smoothly, with some confidence in how these faults can impact the system and its security. Finally, while much of the future software stack needs to be carefully designed for security—following the principle of least privilege and ideally be written in memory safe languages like Rust—it will also inevitably need to interoperate with existing legacy components.

Satellite software today is a long way from this vision in many areas. Research is needed on a wide array of topics before this vision can become reality. In the remainder of this section, we explore a few of the key areas where research is most urgently needed.

A. Isolated, Modular Systems

At the core of this vision are software systems that consist of isolated modules. This enables everything from operating systems that handle compromise well, to flight software that can restart failed components, as well as many root-of-recovery designs.

Although the principle of least privilege is nearly 50 years old [40], developers still struggle to implement it effectively, especially for embedded systems. Given the importance of safety and availability to satellite systems and the need to provide an ability to reassert control over a compromised satellite, we argue that operating systems used in these environments need to isolate their functionality into multiple components. The microkernel design, in which a very small kernel provides only the functionality that requires kernel mode and userspace services provide the rest of the operating system functionality, seems like a good template.

We have implemented a microkernel-based operating system around the seL4 [23] microkernel. It has about 17 services and provides enough functionality to run the core components of NASA’s cFS [8] software. Despite traditional concerns about the performance of microkernel systems, we have found its performance to be acceptable for cFS and other flight software. Prior work has also demonstrated microkernel based systems for embedded systems and was able to achieve similar performance to real-time Linux on microbenchmarks [21].

Further research is needed on secure operating systems for satellites. In particular, research is needed to understand how best to design these operating systems for satellites and how to separate functionality into ideal components that minimize the impact of compromise while still providing good performance.

In addition to the operating system layer, isolation is also desirable within the flight software itself. In fact, much flight software is already separated into modules and uses a data
bus to communicate between these modules [8]. What is missing today is a focus on isolation between these modules. Unfortunately, recent work emphasizes that it is not merely enough to draw some isolation boundaries between modules and claim security: the data crossing those boundaries and assumptions being made across those boundaries matter [26].

We are also exploring a modular satellite flight software system design that provides isolation between components. This system leverages a software data bus to connect multiple modules that are implemented as separate processes. We have found this approach to be performant enough for some basic example satellite missions, at least in a software testbed.

Further research is needed here as well, especially around alternative designs for flight software, isolation boundaries and methods, and techniques for dealing with the compromise of components that many other components depend on.

A final challenge related to isolation is the interaction between isolation and particular classes of debugging tools that frequently show up on satellites. In particular, many satellites systems have the ability to read and write arbitrary system memory at the command of the ground [8], functionality which appears to be used for debugging and repair of satellites. We speculate that such functionality is part of what enables NASA to recover its spacecraft from significant failures [11]. Such functionality is completely incompatible with isolation, forming a trivial isolation bypass. Research is needed to understand how to provide sufficient debugging and repair functionality while also providing security and isolation.

B. Assurance Technologies

Given the significant expense and lead time associated with launching a satellite and the critical missions performed, we argue that satellite software is a promising area to explore future technologies for providing assurance about software systems.

One particularly promising technology is formal verification, which attempts to mathematically prove properties of a software system. As perhaps the strongest means of assurance we have today, we think there is significant value in applying it to satellite systems. This is especially true for critical aspects of the system like isolation between components and between the main system and the root-of-recovery.

While verification of control algorithms is occasionally done for satellites, we are unaware of any attempts to verify the actual software running on these systems. When possible, we encourage the use of formally verified software, like seL4 [23], which provides proofs of functional correctness, binary correctness, and that the API enables integrity and confidentiality. Additionally, recent work demonstrating the verification of complex systems software [27] and the development of lightweight verification methods suggests that the time is ripe to explore verifying satellite software.

Other assurance technologies like symbolic execution and model checking, automatic testing, test suite generation, and fuzzing are also promising and would be valuable for satellite software.

C. Fault Recovery

Faults are inevitable in satellite systems, due either to software bugs, hardware failures, or malicious attackers. A particularly critical challenge for satellite software is how to handle these faults and recover the system while preserving safety and availability.

Traditionally, the security community has considered that the best thing to do upon detecting a compromise was to crash the process or the system. The other common option, especially in operations, is to simply log the detection and do nothing. Unfortunately, neither of these are acceptable options for space systems, where the system needs to maintain operation in order to stay safe and be repaired, and where a ground operator may not be available sufficiently quickly to prevent irreversible damage.

One interesting alternative is to restart only some components of a system. This is both faster and less disruptive than rebooting or restarting the whole system. However, restarting individual components is also particularly challenging, as components must be sufficiently modular and state shared between components must be invalidated and reconstructed. In terms of modularity, the more isolation there is between components, the more straightforward restarting one component will be. Consider NASA’s core Flight System (cFS), which has modular components, but runs them as separate threads in a single process [8]. In such a system, a fault in one component can easily cause corruption of shared state or state belonging to another module, which cannot be corrected with individual component restarts.

Handling stale state between components is a major challenge for partial restarts like this. This state may be knowledge about what state other components are in or resource handles like file descriptors. Such state is inherently application-specific and difficult to generally reconstruct. However, there is some prior work in this area [44] that attempts to identify failures due to lack of state and generate the appropriate calls to refresh that state.

The larger issue with simply restarting, either a single component or the whole system, is that it may be insufficient to mitigate the security issue. Bugs or vulnerabilities can often be repeatedly and frequently triggered by an adversary once identified. This becomes even more challenging for software supply chain attacks, where both the vulnerability and exploit code may be part of the system image and will continue to exist after restart. In such scenarios, a software update from the ground may be the only viable solution.

Another interesting approach to dealing with compromise is to provide simple-but-less-efficient versions of some functionality and switch to those when a compromise is detected. Alternatively, it may be possible to develop verifiable implementations that provide a “bounding box” on correct functionality. This could then be used to limit the impact of malicious components. These and other concepts are ripe for exploration.

D. Characterizing and Handling Radiation Faults

Truly radiation hardened devices are by-necessity built with large physical features, resulting in weak performance
and high cost compared to non-radiation-hardened boards (see II). Ultimately, the goal of complete radiation hardening is unattainable—even terrestrial systems can see effects from radiation periodically [19]. As a result, the trend in hardware seems to be moving from devices that are truly radiation hardened to devices that are merely radiation-tolerant.

Overall, then, software should be expecting to cope with more radiation faults in the future, not less. This is a major challenge because software is already buggy and barely works correctly in terrestrial environments where radiation is not a concern. Coping with hardware failures with random characteristics is daunting at best. Significant further analysis of the impact of these faults on complex software systems is critical.

Of particular concern is how radiation faults impact security critical functionality and the security goals being provided. Most security techniques involve maintaining some invariants about expected behavior. However, these invariants will be enforced by a trusted computing base (TCB) that is subject to arbitrary radiation faults. How do these faults impact the invariants being enforced? Are there invariants that are impractical in space because we expect them to be regularly violated by radiation faults? As a concrete example, is process isolation a reasonable assumption when subject to radiation faults, or must we assume that process isolation may regularly be violated (i.e., unintended pages mapped) due to radiation faults?

We have begun some initial analysis on this topic, focusing on process isolation and simulating the impact of faults on it. In particular, we want processes to contain only the intended inter-process dataflows and remain independent in execution, except when there is an intended dependency. We then injected 960,000 faults within the CPU core of a RISC-V system (approximating the SiFive U54-MC complex), excluding memories which we assume to be ECC-protected, for a number of different software configurations. Unsurprisingly, systems with limited hardware isolation capabilities, such as the base FreeRTOS configuration, failed to uphold either goal. Memory accesses were physically addressed and unchecked. Inclusion of basic protections, such as a carefully coordinated watchdog timer, dramatically increased the detection rate by a factor of three, as the memory access violations are correlated with loss of liveness. Inclusion of an MPU, while coarse in its protections, was also extremely effective to constrain memory access. An MMU, managed using the seL4 microkernel, proved less effective than the MPU for preventing unauthorized dataflows, but seL4 did well at maintaining the independence of processes, with only 3 violations observed. The reduced effectiveness in memory protection in the MMU was shown to be the combined translation/enforcement role of the MMU. Single-bit upsets to the configuration, stored in page tables and the TLB, can remap memory arbitrarily.

To estimate the effectiveness of this approach, we chose to approximate the performance of the the U54-MC complex in the Microchip PolarFire SoC using neutron radiation characterization data from the Microchip PolarFire FPGA, fabricated on the same 28nm SONOS process [39]. With this data, we can estimate violations of our goals approximately once per 66 years of execution time executing at solar minimum in a geosynchronous orbit.

Future research needs to explore other security techniques and relevant invariants. Analysis is needed across all levels of fidelity and a wide variety of software systems and security functions.

E. Interoperability with Legacy Code

For new software for satellite systems, we encourage the use of memory safe languages, like Rust and Go, and secure software design principles, along similar lines to [9]. However, given the complexity of satellite systems and the number of systems being integrated, it is likely that new satellite systems will have to integrate with legacy code for the foreseeable future.

Integrating legacy software exists on a broad spectrum, from using legacy libraries in new code to supporting opaque, unmodified software on unmodified operating systems via virtualization. Below, we identify a few interesting and promising points on that spectrum and highlight challenges.

One possible point on that spectrum is automatically translating legacy components to new systems. Consider a legacy cFS application that one would like to use with a new, security-focused flight software system. It may be possible to automatically translate that cFS app into an equivalent application for the new system. For many legacy systems that rely on message passing for communication with the rest of the system, this seems a promising approach.

Another point on this spectrum would be to create adapters that can translate messages between new and legacy software. So instead of automatically converting a legacy cFS application, one would write an adapter to sit between cFS and the new system and pass messages back and forth. This may be promising for more complex scenarios involving many cFS applications. The major challenge for any such adapters is around security and methods to prevent spoofing messages on either side of the adapter.

A final interesting point on the spectrum of integrating legacy software involves virtualization. In particular, the legacy software runs in a virtualized environment with its required operating system and runtime. New software integrates with it using a custom emulated communication device. A major challenge here is achieving acceptable performance for the virtualized software.

VI. Conclusion

In this work we have explored challenges unique to satellite software, particularly the lack of human access, the importance of safety and availability, and dealing with radiation. We presented a threat model for this software and discussed how these challenges are dealt with today and what makes them complex. Finally, we present a vision for future satellite software and discuss research work needed to achieve that vision. We hope to inspire additional work in these areas and on the security of satellite software in general.
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