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Abstract—Despite technical and non-technical countermea-
sures, humans continue to be tricked by phishing emails. How
users make email response decisions is a missing piece in the
puzzle to identifying why people still fall for phishing emails.
We conducted an empirical study using a think-aloud method to
investigate how people make ‘response decisions’ while reading
emails. The grounded theory analysis of the in-depth qualitative
data has enabled us to identify different elements of email users’
decision-making that influence their email response decisions.
Furthermore, we developed a theoretical model that explains
how people could be driven to respond to emails based on the
identified elements of users’ email decision-making processes and
the relationships uncovered from the data. The findings provide
deeper insights into phishing email susceptibility due to people’s
email response decision-making behavior. We also discuss the
implications of our findings for designers and researchers working
in anti-phishing training, education, and awareness interventions.

I. INTRODUCTION

Phishing is one of the most prominent and influential cyber
attacks, as it is a precursor for many other attacks, including
identity theft, which is among the worst [16], [28]. Phishing
attacks have sharply risen recently, partly driven by COVID-
19 and supply chain uncertainty [1]. Phishing activity trends
report of the Anti-Phishing Working Group reports more than
4.7 million attacks for 2022. This report also highlights that
since the beginning of 2019, the number of phishing attacks
has grown by more than 150% per year. Phishing attacks are
most commonly launched through emails as they are difficult
to detect [60], [70]. Often phishing email attacks target banks,
defense organizations, and private companies, as they curate a
wide variety of data, including personal and financial data [9].
Generally, clicking on links, downloading attachments, or
replying to phishing emails can be considered unsafe response
decisions [39], [54]. CISCO’s 2021 Cybersecurity threat trends
report states that at least one person has clicked a phish-

ing link in around 86% of organizations [15]. A successful
phishing attack can trick users into unintentionally disclosing
their valuable information, compromising their devices or
accounts [67]. Additionally, phishing attacks are also used for
installing malware (i.e., malicious software), which can disturb
the normal operations of a computer system, contributing to
significant financial losses and reputation damages.

Technology alone is insufficient to combat phishing email
attacks; therefore, transforming users from the weakest line
of defense to the most robust line of defense is essen-
tial [21], [29], [57]. An active community of practitioners
and researchers focuses on phishing education, training, and
awareness (e.g., phishing alerts) to support users in correctly
identifying phishing [18]. However, these efforts are with
limited success [4], [21]. A major challenge in designing
effective anti-phishing interventions is the lack of attention to
reasons why people still fall for phishing [21], [37], [50], [75].

Understanding why people still fall for phishing emails
will provide underpinning science to design effective future
anti-phishing tools and educational interventions. Although
prior literature largely focuses on analyzing the personality
and demographics of people who fall for phishing emails
[43], [66], how people make email responses and the thought
process a user goes through when deciding how to respond
to their emails is often overlooked [21], [34], [37], [50], [75].
Only a limited number of studies have attempted to conduct
qualitative user studies to explain people’s email decision-
making processes [34], [57], [75]–[77]. Although qualitative
studies, compared to quantitative studies, allow us to obtain
more detailed and holistic insights into users’ email response
decision-making behaviors and the reasons for those behaviors,
even such prior work does not interpret the different elements
of people’s email response decision-making processes and their
relationships influencing their email response behavior.

To address this research gap, we conducted an empirical
investigation through a “think-aloud” role-play experiment and
follow-up interviews to better understand people’s decision-
making behavior when responding to emails. We developed
a theoretical model that explains how people are driven to
respond to emails by clicking on links, replying, and down-
loading attachments based on the identified elements of the
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people’s email response decision-making process and the rela-
tionships uncovered from collected data. The model developed
based on empirical evidence interprets how different elements
of people’s email response decision-making processes could
positively and negatively influence people’s intention to re-
spond to emails, which was lacking in previous literature. For
example, the model provides deeper insights into how certain
habits, validation techniques, previous experiences, etc., can
positively influence people’s intention to respond to emails,
as a result increasing the risk of them falling for potential
phishing attacks. In summary, our contributions are as follows:

• Based on empirical evidence and grounded theory
analysis, we provide knowledge into elements of email
users’ decision-making process (e.g., diverse types
of emotions, personal habits, previous experiences,
and email characteristics) that influence their email
response decisions.

• We develop a theoretical model that explains how
people are driven to respond to emails by clicking on
links, replying, and downloading attachments based on
the identified elements of the user’s email response
decision-making process and their relationships un-
covered from data. The developed theoretical model
provides deep insights (i.e., scientific underpinnings)
into an individual’s email decision-making process
or response behaviors to emails in general. As a
result, the model enables us to identify general email
decision-making flaws that attackers could potentially
exploit to launch successful phishing attacks. Further-
more, understanding people’s general email decision-
making flaws the attacker could leverage may help
better design technical countermeasures such as anti-
phishing tools to thwart email-based phishing attacks.

II. BACKGROUND AND MOTIVATION

It is imperative to obtain a deeper understanding of the
scientific underpinnings of how users make email response
decisions to design better technical and non-technical counter-
measures that thwart email-based phishing attacks. Research
on phishing email susceptibility has considered the demo-
graphic or personality of victims [23], [36], [39], or phish-
ing email characteristics [12], [20], [43], [81]. Conversely,
several studies have investigated psychological and behavioral
responses in this regard [26], [54], [81]; they mostly employ
existing theories borrowed from other fields to derive phishing
models [25], [38], [48], [49], [65], [72]–[74]. Such work often
employs hypothesis-testing to see if the theory, specified as the
hypothesis, is supported by gathered quantitative data.

While models derived from existing theories and vali-
dated with quantitative data provide much-needed insights
into phishing, they often focus only on specifically selected
dimensions of email response behaviors depending on the
selected theories. For example, researchers in [48] focused
on the phishing cues available in the emails. They hypoth-
esized that phishing cues are linearly combinable and hence
a type of “Judgment Analysis”, is appropriate for evaluating
phishing judgments. Through role-play, experiments conducted
with participants who judged whether emails were phishing
proved that their hypothesis was correct. In another study [25],

researchers focused on the impact of the content and framing
of phishing emails on user vulnerability. They came up with
several hypotheses and evaluated those using surveys with Uni-
versity students. Their results suggest that the desire to protect
things of value and the opportunity to obtain valued objects
could make people vulnerable to phishing attacks. Researchers
in [65] derived several hypotheses based on the protection
motivation theory and the theory of planned behavior, focusing
on the individual, organizational, and technological factors that
affect phishing email responses. They later tested the validity
of the derived hypothesis using questionnaires. Inspired by
research on information process and interpersonal deception,
researchers in [72] developed an integrated information pro-
cessing model of phishing vulnerability. Upon validating the
model with undergraduates, the researchers found attention
to the email source, grammar and spelling, urgency cues,
and subject line were significantly negatively related to an
individual’s likelihood of responding to a phishing email.

Only a limited number of studies have conducted qual-
itative user studies to propose theoretical models to explain
people’s email decision-making processes [34], [75]–[77]. For
example, Wash [75] conducted interviews with experts to
identify the process that they follow to identify phishing
messages they received in the past. They found that experts
follow a three-stage process for identifying phishing emails —
first sense-making, then suspicion, then acting. On the other
hand, Jayatilaka et al. [34] revealed eleven high-level themes
influencing people’s email response behaviors [34]. However,
the study [34] failed to interpret the elements that constitute
these themes and the nature of their relationships leading to
the email responses.

In addition to the above-mentioned gaps, several other
common drawbacks that exist in most aforementioned stud-
ies are described below. Firstly, it is common for images
of emails to be used in phishing-related experiments [17],
[59], [83]; however, this could detach participants from their
naturalistic setting, affecting their decision-making. Moreover,
such images prevent understanding whether or not people use
the link URL information shown in the status bar without
alerting participants [54], [73]. Secondly, surveys are often
utilized to collect data from the users about their habits,
traits, and explanations for decisions they have made [2],
[14], [32], [51], [72], [74], [74], [77]. However, such self-
reported surveys may not provide adequate information or
be inaccurate as users could justify the corresponding email
response. Jaeger et al. [33] have used eye-tracking software
in their experiment to reduce the limitations of using a
survey. Thirdly, most research request participants to make
pre-defined email legitimacy judgments or response decisions
(e.g., phishing or legitimate) [11], [36], [40], [59], [61], [73],
[79], [83]; however, this may not align with how people
behave naturally. For example, our study findings reveal that,
at times, people could develop doubts about email legitimacy
and hence make a final decision only after validating the email.
Fourthly, several research studies have relied on participants’
descriptions of past incidents/situations to understand how they
detect phishing emails [75], [77]. Such methods could suffer
from the imperfect memory of participants of past incidents.

The current study aims to provide deeper insights into
users’ email response decision-making processes by devel-
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oping a theoretical model explaining how people are driven
to respond to emails by clicking on links, replying, and
downloading attachments based on elements of the user’s
email response decision-making process and their positive
and negative relationships uncovered from grounded theory
analysis of qualitative data. To gather qualitative data about
participants’ email response decision-making behaviors we
employed a role-play-based think-aloud method and follow-
up interviews using a simulated email client. The reasons for
this data collection method and set-up are further explained
in Section III. Armed with this deeper understanding of email
response decision-making elements and their relationships, we
can begin to design more effective anti-phishing tools and
techniques to face phishing attacks successfully.

III. RESEARCH METHODOLOGY

We decided to use a role-play-based think-aloud method
to achieve the aim of this research instead of surveys [2],
[14], [32], [51], [72], [74], [77] or retrospective interviewing
[75], [77], as those: i) rely on memory of past incidents,
ii) don’t provide detailed insights into the decision-making
processes, or iii) rely on people’s justifications for email
responses already determined. In our study, participants were
not requested/forced to make certain decisions (e.g., classifying
emails as legitimate/phishing), allowing them to explain their
intention to respond to emails naturally. Having a simulated
email client (see Figure 1) enables the participants to naturally
engage with the activity while contextualizing their opinions
and explaining how they would respond to emails by recalling
their memories in a naturalistic environment. We conducted
follow-up interviews to expand on the think-aloud results. As
the emails were embedded in the simulated email client, we
were able to automatically adjust the dates and times specified
in the email content to suit the time and day that a participant
carried out the experiment. The research was approved by the
ethics committee of the University of Adelaide.

In this study, in terms of email responses, we focus
on clicking on links, replying, and downloading attachments
because, as mentioned before, they are considered unsafe email
responses in the context of phishing. Henceforth, for brevity,
we refer to clicking on links, replying, and downloading
attachments as email responses throughout this paper.

Fig. 1. Simulated web email client

Fig. 2. The number of unique concepts for each participant

A. Emails selection

We used real phishing emails (12) and corresponding real
legitimate emails (12) for this study1. As we aim to obtain a
holistic picture of how people are driven to respond to emails,
the selected emails reflect different domains (e.g., education,
financial, social media), and attacker strategies. Examples of
emails include University password expiry, Facebook alerts,
Amazon order confirmations, and mobile bills. Several phish-
ing strategies, such as providing a personal salutation, creating
fear and urgency, mimicking the appearance of a legitimate
email, mimicking the sender’s email address, including the
signature of the sender, and URL obfuscation, highlighted in
the literature that is used to to create fraudulent emails were
included in the selected list of emails [47], [68]. The phishing
emails were sourced from various venues [8], [62], [64]. The
emails were adapted to the scenario (e.g., the name of the
recipient was changed to the name of the fictitious character
in the role-play). The corresponding legitimate emails were
sourced from researchers’ email correspondences (e.g., if the
phishing email is about a shared Google spreadsheet, the
corresponding legitimate email was also chosen to be about
a shared Google spreadsheet). Based on the email assignment
process which is described at the end of this sub-section, a
participant did not receive a legitimate email and its corre-
sponding phishing email together in his or her inbox.

Real phishing links from PhishTank [56] were adapted
as phishing URLs for this study. Recent research points to
six URL obfuscation techniques [19], [22]. We included two
phishing emails for all except one URL obfuscation technique
(i.e., obfuscating with HTTPS schema) pointed out [19]. For
obfuscating with HTTPS Schema to occur, the browser must
navigate to the destination (i.e., a landing page) to show the
green padlock icon on the address bar. However, as previous
studies have indicated, most people clicking on phishing links
will go on to disclose information to those phishing websites
[66]. Therefore, as our work focuses on understanding how
people make email response decisions while reading their
emails, the browser-based email client was prevented from
navigating to any URL destination when a participant clicked
on an email link. Instead, regardless of its legitimacy, a “link
clicked” message was shown to the users when they clicked
on any email link. Therefore, the obfuscation technique with
HTTPS Schema is not meaningful in our study [19]. Most

1Screenshots of the phishing and legitimate emails used for the
study are included in this link: https://osf.io/gu7qs/?view only=
1aa1e0ab5e47440aa5cb4e7a6a49d9c8
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research on phishing emails focuses on emails with links
neglecting emails without links; however, as explained before,
phishing emails can come as emails without links. Therefore,
we included several emails without any links. This included
two emails requesting download attachments and two emails
requesting to reply.

When assigning the emails, we selected 12 emails from
the pool of emails. Then, considering a phishing email and
the corresponding legitimate email as a pair, we randomly
assigned the legitimate email to 50% of the participants and the
phishing email to the remaining 50%. Following this approach
we ensured that a given participant will not receive a legitimate
email and its corresponding phishing email. Also, given an
email pair, 50% of the participants will receive legitimate, and
the remaining 50% will receive the corresponding phishing
email to reduce any biasness in the analysis.

B. Data collection

We recruited 19 students from the University of Adelaide
by distributing flyers. Eight participants were male and 11 were
female. Twelve were undergraduate students and 7 were post-
graduate students. They were distributed across the Faculty of
Arts (5), Faculty of Health and Medical Sciences (5), Faculty
of the Professions (4), and Faculty of STEM (5). Fourteen
participants were 25 years of age and younger, and 5 were
over 25. Six participants mentioned that they have had some
form of anti-phishing training. Out of these six participants,
4 were undergraduates and 2 were post-graduates. Each data
collection session was conducted over Zoom and lasted for
around 90 minutes. The participants were requested to share
their screens with the researcher so that the researcher was
able to better understand how the participants interacted with
the emails. These Zoom sessions were recorded and later used
to generate the transcripts for the analysis.

Participants were asked to assume they were a fictitious
person named “Martin Oslen”. The background information on
Martin was provided to the participants through a document.
The fictitious person (“Martin”) attends the participants’ Uni-
versity, and the scenario included information on Martin’s: i)
social and professional interactions with their contacts (e.g.,
supervisor details, the mobile service provider, wife’s details);
and ii) online services and platforms (e.g., details about his
social media, platforms he uses for online shopping such as
Amazon and his banking details). We asked participants to
role-play and debrief Martin’s scenario before opening his
email inbox. We allowed them to retain and refer to the
document whenever they needed to throughout the study. When
the participants were comfortable with the scenario they were
given the URL of the email client and were asked to share
their screens. We then provided basic descriptions of the email
client to the participants. Furthermore, before the think-aloud
session, participants were given a practice email to get familiar
with the setup.

During the think-aloud session, we requested the partici-
pants explain how they felt to receive each of the given emails
and how they would react to each one of them. We asked
participants to talk freely about anything that came to their
minds when going through the emails. We explained to them
that the goal of the study is to obtain deeper insights into

how they make email responses usually and not to evaluate
the appropriateness of those decisions or responses. Therefore,
they were requested to act as they would normally do for the
given emails. In this process, we made sure not to request
participants to perform certain actions (e.g., instructing partic-
ipants to hover their mouse over a link to see the destination
URL in the status bar [30]) or make certain decisions (e.g.,
classifying whether an email is legitimate or phishing) as that
could influence their usual behavior. The follow-up questions
were asked based on what participants explained in the think-
aloud session to further clarify their thought processes.

Two pilots were conducted which allowed the researchers
to identify and introduce three changes to how the think-
aloud sessions and the follow-up interviews were conducted.
During the first pilot, we identified that the initial question we
asked during the think-aloud session (i.e., “how legitimate do
they think a given email is”) restricted the participants from
showing their natural behaviors. That question forced them
to first make a decision on the email’s legitimacy without
much consideration and later think of justifications to support
their decisions. We decided to replace this question during the
second pilot session with “how do you feel about receiving
this email”. This allowed the participants to behave more
naturally and openly discuss what came to their minds and later
explain the desired actions. Secondly, the pilot interviews also
demonstrated the importance of providing a practice email to
participants so they can be familiarized with the setup. Thirdly,
we asked follow-up questions after each email in the second
pilot as participants faced difficulties answering the questions
when follow-up questions were asked at the end of all the
emails in the first pilot. We observed that the approach used
in the second pilot was more convenient for the participants
to answer the questions while their memory was still fresh.

C. Data analysis

We used Grounded Theory (GT) [24], [69] for data anal-
ysis, using NVivoTM software. The data analysis included
different types of coding: open coding, axial coding and
selective coding [69]. During open coding, we read through the
interview transcripts line by line and encapsulated them into
codes with short phrases. Later we performed a second round
of open coding to refine the results of the first round. We coded
the interviews based on contextualized statements instead of
single terms. After coding, we discussed the relations between
the newly found codes and agreed upon a set of higher-level
axial codes (i.e., axial coding and these will be called concepts
hereafter). The concepts served as a baseline for the next round
of coding, which is selective coding. During the selective
coding process, all researchers agreed upon a set of codes
(called core categories hereafter) that represent the different
elements that affect the employees’ email response behaviors.
The first author led the data analysis, and the second author
reviewed the emerging codes, concepts, and categories along
with the interview transcripts during each step of the data
analysis process; any disagreements were resolved through
discussion before moving further into the analysis. Frequent
iterative group meetings with all the authors were held through-
out the process to ensure data interpretation consistency and
rigor. All three authors have extensive experience with various
qualitative methods including grounded theory and thematic
analysis. We achieved saturation through this process (i.e.,
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where no fresh information emerges from subsequent think-
aloud sessions) because all the main categories and concepts
had been uncovered across the 19 participants (see Figure 2).

The last step of our GT approach was to form a theoretical
model by considering the relationships between the discovered
axial and selective codes. Similar to a previous study [46],
the model was based on the knowledge (i.e., categories and
concepts) that emerged from grounded theory analysis. Model
relationships were identified through rigorous and iterative
analysis of transcripts based on “interpretive data” of peo-
ple’s email response behaviors. All researchers discussed the
draft theoretical model to reach an agreement. We ensured
the completeness and accuracy of the model in terms of
the collected data through negative case analysis [10], [46].
Here we went through interviews iteratively to check whether
the participants’ statements could be assigned to the draft
theoretical model. If not, we identified how they diverged from
our draft and adopted it accordingly. We iteratively refined our
theoretical model until all statements were captured.

It is important to note that, as the goal of the study was to
explore individuals’ decision-making processes that influence
their email response decisions, all concepts and relationships
that emerged from the qualitative data (involving 19 partici-
pants where each participant went through 12 emails during the
study) are included in the model regardless of their frequencies.
Therefore, not all categories and concepts are reflected in all
our participants’ email response decision-making processes. As
quantitative results in qualitative research cannot be used to
generalize findings; hence we will discuss all statements in
Section IV without providing numbers.

IV. RESULTS

An overview of the theoretical model that emerged from
the data is presented in Figure 3. In summary, an individual’s
email response behavior is determined by how they perceived
the email legitimacy, which in turn is influenced by the
concepts of perceived sender legitimacy, perceived familiarity,
perceived professionalism in the email title and body, perceived
likelihood of receiving the email, perceived adequacy of length
and granularity of information, trust for email links, perceived
sense of security from auxiliary security content and previous
phishing experiences. Furthermore, an individual’s intention
to respond to an email is also determined by their emotional
attachments and personal habits, as well as their intention to
validate the email. In-depth knowledge about diverse concepts
that constitute the high-level categories and the nature of their
relationships leading to email responses is provided below.

A. H1: Effects of “perceived sender legitimacy” on “perceived
email legitimacy”

Our findings reveal that how people perceive the sender’s
legitimacy is pivotal in the trust they place in a received
email. People tend to focus on specific components of the
sender’s email address, sometimes, without even having a
clear understanding of which components need more attention.
Given the sender’s address, most participants fail to place more
emphasis on the domain than the sub-domain, email display
name, and sender’s user name. One participant explained that
he is convinced that a given email is coming from a reliable

source by only considering the sender’s email display name
overlooking the issues he observed in the sender’s domain “It
is a bit dodgy. But I’m convinced it’s from PayPal [pointing
to the sender’s email name].” (P15–P) [see H1.1]. Some
participants made decisions about the sender’s legitimacy by
looking at the sender’s user name. Having no-reply as the
user name, having a familiar or professional user name allows
a user to have more faith in the sender [see H1.2]. Also,
participants focused on the domain of the sender address in
deciding the sender’s legitimacy [see H1.3]. We often notice
when the sender address domain is deemed to be known or
looked professional, participants tend to believe the sender is
legitimate. In some instances, we observed that participants
get confused with the sub-domain and domain. They, at times,
cannot differentiate the domain and sub-domain. A participant
explained that she is not trusting the sender as she was not
confident about the sub-domain of the sender’s email address
even when she was confident about the domain “I don’t think
that they have edm [pointing to the sub-domain] in the bank
emails. It doesn’t make sense” (P02–L) [see H1.4].

A few participants looked into the reply-to-address to draw
conclusions about the sender’s legitimacy. For example, one
participant got suspicious after seeing the reply-to address and
identifying that the reply could be going to a Gmail account
instead of the sender’s official address “When I reply, it will go
to this Gmail, I would delete my email” (P06–P). On the other
hand, there was another participant who suspected the sender’s
address; however, after looking at the reply-to address (the user
name of the reply-to address), she was much satisfied with the
sender’s legitimacy “This email is there [mary@sau23.org in
as the reply-to email]. Mary at dot org” (P01–P) [see H1.5].
We also observed situations where participants had issues
trusting the received emails after noticing the spelling issues
in the sender’s email address [see H1.6].

People also look at the sender’s full email address to make
conclusions about the sender’s legitimacy. If the sender’s
address is known or familiar to the participants, then they
seem to instantly develop trust about the sender “That’s like a
staff email address from my experience. I feel good” (P16–P)
[see H1.7]. Some participants made assumptions about the
sender based on the email addresses specified in the email
body [see H1.8]. For example, a participant was satisfied with
the sender’s legitimacy after seeing the address specified in
the body of a shared google sheet and overlooked the issues
that he observed in the sender’s email address specified in the
email header “It looks like just a shared thing from the wife
[looking at the email adders in the email body]” (P09–P).
Therefore, based on the data, the following relationships exist:

H1.1 - H1.5: Perceived legitimacy of the [sender’s email
display name, sender address user name, sender address
domain, sender address sub-domain, reply-to address]
positively affects perceived email legitimacy
H1.6: Spelling issues in the sender email negatively affect
perceived email legitimacy
H1.7 - H1.8: [Knownness of the sender address in the
email header, knownness of the sender addresses specified
in the email body] positively affects perceived email
legitimacy
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Fig. 3. Overview of the theoretical model developed based on gathered qualitative data. The latent variables are indicated with ovals, and core categories
derived based on GT analysis are shown in rectangles. Concepts are not shown in the figure for brevity. In a ‘partially affect’ relationship only some concepts
in a category are affected by the other category or latent variable.

B. H2: Effects of “perceived familiarity of the email content”
on “perceived email legitimacy”

We observed people often intentionally and unintentionally
compare the received emails with what they have seen before.
More specifically, our results explain which aspect of emails
people particularly consider when making judgments about
the familiarity of the email content. Based on the data
people consider the familiarity of the writing style [see
H2.1], the familiarity of the interface elements [see H2.2],
and the familiarity with email layouts [see H2.3] when
making judgments about email legitimacy. For example, one
participant explained her reasons for trusting a given phishing
email “It’s similar to the emails that I know to be real emails
from the University Human Resources. So, I already trusted
the layout in my head” (P05–P). There were situations where
participants made decisions about email legitimacy only based
on their perceived familiarity with writing styles, interface
icons, or email layouts. For example, “Okay, it’s a Google
Sheets looks very fine. I don’t think I wouldn’t check the
sender’s address in this one” (P18–L). Hence based on our
data, the following relationships exist:

H2.1 - H2.3: Familiarity with the [writing style, interface
elements, email layout] positively affects perceived email
legitimacy

C. H3: Effects of “perceived professionalism of the email title
and content” on “perceived email legitimacy”

Our data reveals insights into specific aspects (e.g., email
layout [see H3.1], writing style [see H3.2], and interface
elements [see H3.3]) people tend to focus in terms of
professionalism in emails. With respect to the writing styles,
participants looked into the professionalism in the writing
styles of the email title and email body. For example, a
participant explained that she is not trusting a given legitimate
email because she is not convinced that the title of the
email is professional enough “Because it should have a
kind of professional way like Notification of Declining
Transaction something like that” (P01–P). In terms of layout,
participants considered how the email is organized, including

the layout of the email links. One participant explained
seeing other links such as ‘contact us in an email makes
them trust those emails “They have these contact links,
which would certainly be in a reliable source. So, I think
including these links is really frequent in, you know, in a
trusted company” (P01–P). In terms of interface elements,
participants explained that they look for professionalism in
color schemes, buttons, font styles, and logos used in the
email. There were instances where participants got suspicious
about email legitimacy, even for a legitimate email, when
they thought the email didn’t have professional-looking
interface elements, for example, buttons “I don’t look at
anything else. After seeing that [button for the link], I
am pretty much sure that it’s a phishing email” (P14–L).
Therefore, based on our data, the following relationships exist:

H3.1 - H3.3: Perceived professionalism in the [email
layout, writing style, interface elements] positively affects
perceived email legitimacy

D. H4: Effects of “perceived likelihood of receiving the email”
on “perceived email legitimacy”

People often trust an email in situations where they are
expecting such an email [see H4.1]. For example, a participant
mentioned that they could be quite confident about an Amazon
order confirmation email if he knew that he had placed such
an order “I think I would be very confident getting this email
if I know that I have placed an order. I think this is kind of an
expected email” (P02–P). We also observed that participants
even tend to ignore phishing cues they observe in emails
if they perceive the likelihood of receiving those emails is high.

H4.1: Perceived expectancy of the email positively affects
perceived email legitimacy

E. H5: Effects of “perceived adequacy of length and granu-
larity of information” on “perceived email legitimacy”

Our findings reveal that, at times, people tend to look into
the length and granularity of the email when making email
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legitimacy judgments. There seems to be a misconception
that phishing attackers would not create lengthy emails or
will not have the capacity to access their granular personal
information (e.g., name, account numbers, etc). In terms of
the length of an email [see H5.1], P1 explained that she
does not think a phishing attacker would create long emails
to make people fall for those emails, so she has much trust
in lengthy emails “This content being a really long email,
I think they are actually trying to convey me this message,
not a spam-like ... I think a spammer doesn’t want to type
this much to make a person fall into trap” (P01–P). On the
other hand, when the email has detailed information about
the situation and/or information specific to the participants,
they tend to believe it is a legitimate email [see H5.2]. For
example, a participant explained, “I think this is a legitimate
email because it includes an item that I ordered and the
approximate arriving date and the address. So they have the
price. They have a lot of details that they should be actually
knowing and that a spam email would not know.” (P01–L)
Therefore, based on our data, the following relationships exist:

H5.1 - H5.2: Perceived adequacy of the [email length,
granularity of information] positively affects perceived
email legitimacy

F. H6: Effects of “trust for email links” on “perceived email
legitimacy”

Our results reveal that the absence of email links tends to
create a false sense of security in email recipients [see H6.1]
“They don’t want me to click on something right. I will just
use regular reply to reply to this email” (P18–P). Most of the
time, our participants did not realize that emails without links
could also be unsafe as there is a possibility of exposing their
personal information by replying to those emails or spreading
malware by downloading attachments in phishing emails. On
the other hand, when there are links in emails, the trust for
those links plays a pivotal role in people’s intention to respond.
Some participants explained that they would trust links that
appear to be non-mandatory [see H6.2] “It is not asking to do
anything particularly. This creates a huge trust in me. It is not
asking me to click a link” (P19–P).

We also observed that participants come to conclusions
about the trustworthiness of the email links based on the link
text and appearance [see H6.3]. Some participants explained
that they prefer to see the full URL specified in the email body
rather than having an alternative text or an image, not realizing
that the actual destination can be different from the URL text
specified in the email body “They are not showing the URL
just have the word here [link text]. Why do they have to hide
the URL. It’s probably because it’s a fake website” (P04–P).
Some looked at the button’s appearance and made conclusions
about the link’s legitimacy. Some even believed that if a link
text starts with HTTPS, it simply means a secure connection
and the link is trustworthy “They [links] usually start with
HTTPS. If there’s no HTTPS, I might be a little concerned”
(P18–L).

We only observed a few participants who determined the
link destination correctly by hovering over or copying the
link address. However, even they made incorrect judgments

about link destinations as a result of a lack of understanding
of URL structures. For example, some were satisfied seeing
the organization’s name anywhere in the destination URL.
These findings are in line with previous work [3] on phishing
URLs that explained that people are strongly biased towards
answering that a URL would lead to the website of the
organization whose name appeared in the URL, regardless of
its position in the URL structure [see H6.4] “I am just looking
at the bottom left in the corner. As it has ‘confirmation’,
‘account’, and ‘security’, yeah, it does sound familiar”
(P18–P). Some even make decisions on the link legitimacy
based on the similarity of the URL mentioned in the link
text and the destination URL [see H6.5]. Some had doubts
about the email links when they observed unfamiliar text or
numbers in the destination URL [see H6.6] “It [destination
URL] looks really weird to me. Those numbers, I don’t know
what exactly that means. It makes me feel very uncomfortable
clicking on it. Probably, it could contain a lot of information
in those numbers. But I don’t know what it is” (P18–P).
Therefore, based on our data, the following relationships exist:

H6.1 - H6.5: [Absence of email links, Perceived non-
mandatory nature of the links, Perceived trust about links
based on the link text and appearance, Appearance of the
organization name in the destination URL, Similarity of
the URL specified in the link text and the destination
URL] positively affects perceived email legitimacy
H6.6: Appearance of unfamiliar text or numbers in the
destination URL negatively affects perceived email legit-
imacy

G. H7: Effects of “perceived sense of security from auxiliary
security content” on “perceived email legitimacy”

Our data revealed that people feel a sense of security
when an email indicates that it has been scanned by an
external scanning tool [see H7.1]. One participant explained
that he feels he could trust emails that say external tools have
scanned the content even when he does not understand the
role of a scanning tool “But yeah, this message here [message
saying that the email is scanned for malware by force point]
might probably make me loose guard a bit” (P18–L). On the
other hand, we observed that participants tend to trust emails
after reading the information provided in the email footer [see
H7.2]. For example, if the email footer provides reasons why
they got the email or organization information such as ABN,
or copyright information, then people tend to believe they
have received a legitimate email “Just having that claim at the
bottom [footer] explaining why I got this email. That makes
me confident enough to open up that straight away” (P17–P).
Some believe that information contained in the email footer
about the company can be easily verified through the internet,
not realizing that attackers could also obtain that information
without much difficulty. Some even analyzed the phishing
education, training, and awareness messages provided in
the email [see H7.3]. They tend to believe that if an email
provides users with anti-phishing education, there is less
possibility for it to be a phishing attack “Fake emails usually
don’t give you methods to identify fake emails” (P18–L).
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H7.1 - H7.3: Perceived sense of security based on [infor-
mation on external scanning tools specified in the email,
email footer information, in-email security education, and
awareness] positively affects perceived email legitimacy

H. H8: Effects of “previous phishing experiences” on “per-
ceived email legitimacy”

Our data reveal that past phishing email encounters could
make people suspicious about future emails [see H8.1] “No, I
will never click email link because I have learned a lesson”
(P1–L). People can self-learn correct as well as incorrect
strategies for detecting phishing emails based on phishing
emails they have seen before [see H8.2]. For example, one
participant explained his suspicion over a user name of the
sender’s email address as he has seen the same user name
in phishing emails before “I mean so far with my experience
... I have seen this webmaster, this kind of things. It is
generally used by falsified email thing” (P14–L). Several
participants indicated that they had received some form of
formal education related to phishing, and as a result, they
are aware of some strategies to identify phishing emails [see
H8.3] “I also check the punctuation because I’ve learned from
my computer class that phishing emails have misspellings
and issues with punctuation” (P01–P).

H8.1: Suspicion for email based on previous phishing
email encounters negatively affects perceived email legit-
imacy
H8.2 - H8.3 Trust perceived by applying [self-learned
correct and incorrect strategies from past phishing en-
counters, strategies learned from formal education and
training] to detect phishing emails positively affects per-
ceived email legitimacy

I. H9: Effects of “perceived email legitimacy” on “intention
to respond an email”

Our data reveal that often participants decide to click on
email links, reply to emails, or download attachments when
they perceive an email as legitimate [see H9]. For example,
a participant, after determining a given phishing email is
legitimate, said he will reply to the email immediately as he
trusts that email “Yeah, this one’s legitimate ... So I will reply
like like Hi I’m Martin. so I’ll be fine with this.” (P13–P).
Therefore, based on our data, the following relationship exist

H9: Perceived email legitimacy positively affects the
intention to respond

J. H10: Effects of “perceived email legitimacy” on “intention
to validate the email”

Our data provides evidence that when people have doubts
about the email’s legitimacy, they may want to validate the
email further before deciding on the final response [see H10].
In this instance, their email response decision depends on
how much trust they can develop about the email legitimacy
based on the validation technique instead of the originally
perceived email legitimacy “I get a feeling that this might

not be a true email. So, first, the action I will be taking is to
go to the website and make a call to them” (P01–P). Details
on the types of validation techniques participants described
and their effects on the intentions to respond to an email are
described in Section IV-L. Therefore, based on our data, the
following relationships exist:

H10: Perceived email legitimacy negatively affects the
intention to validate the email

K. H11, H12: Effects of “perceived email legitimacy” on
“emotional attachments”

We observed situations where participants get furious
or frustrated after perceiving an email as phishing. These
specific emotions will then drive their response behaviors
later. For example, sometimes, participants expressed their
desire to avoid the current email [see H11] as well as future
emails [see H12] based on anger/frustration resulting from
the identification of a phishing email. We provide detailed
explanations on how these emotions drive their email response
behaviors in Section IV-N. Therefore, based on our data, the
following relationships exist

H11 - H12: Perceived email legitimacy negatively af-
fects [motivation to avoid the current email based on
anger/frustration resulting from the identification of a
phishing email, motivation to avoid future phishing emails
based on anger/frustration resulting from the identifica-
tion of a phishing email]

L. H13: Effects of “intention to validate the email” on “in-
tention to respond an email”

As explained in Section IV-J, our findings reveal that
email validation is triggered by doubts about email legitimacy.
The trust perceived after validation positively influences the
intention to respond. Unfortunately, our data revealed that
while some of the email validation techniques people use are
safe, others are unsafe.

Some participants search the internet to look for
information and logos specified in the email [see H13.1].
They seem to be satisfied if they can find that information
online, not realizing the attackers could obtain the same
information online when crafting phishing emails “I can’t
remember the color of the bank logo. I am going to search
it up [on the internet]. I am guessing this is the exact same
one here [on the internet] as the one here [in the email]”
(P18–L). On the other hand, some participants explained
that they would separately log into their accounts to check
the information given in the email, which is a much safer
option [see H13.2] “It seems like a bit of a risk to click it, if
you want to check Facebook I would instead just go directly
to the Facebook website” (P15–P). In the meantime, some
participants wanted to check the information by contacting
the relevant person/organization. Some choose to call the
phone numbers given the email, not realizing that they could
be calling phone scammers [see H13.3], and others choose
to call the phone numbers found on the internet [see H13.4].
Others would physically visit the entity (e.g., bank) to verify
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the email [see H13.5]. A participant even explained that she
would ask a friend for a second opinion on the legitimacy
of the email [see H13.6] “It ticks all of my boxes ... But I
still get the feeling that maybe the timing is a little bit off.
What I will do is ask a friend” (P15–P). We also encountered
situations where participants wanted to verify the information
by replying to emails, not realizing that it is unsafe to reply
to a phishing email [see H13.7]. On the other hand, some
participants explained that their strategy to verify doubtful
emails is to click on the given links and carefully observe the
redirecting process or the landing page [see H13.8] “Whenever
there’s a weird thing, there’s a phishing link, you click on
it, and they show like redirecting. Then another website will
pop up. So I’ll just close the tab at that point.” (P18–P) In
summary, the following relationships can exist.

H13.1 - H13.6, H13.8: Perceived trust [by validating
email content against the information on the internet, by
validating the email content against the information on
personal accounts, by calling phone numbers obtained
from the email by calling phone numbers sourced from
the internet, by physically visiting the entity, by consult-
ing others, based on the landing pages/process] positively
affects the intention to respond
H13.7: Feeling safe to validate the email by replying to
the email positively affects the intention to respond

M. H14: Effects of “personal habits” on “intention to respond
to an email”

Our findings reveal that user habits can affect their intention
to respond negatively and positively. We observed several
occasions when people make hasty decisions regarding email
responses [see H14.1]. There are several reasons; some gen-
erally do not read the emails they get and believe it is easy
to click on links without much thinking “It’s in general when
someone shares a document with me? I click it and look” (P06–
P). Some get stressed whenever there is an unattended email
notification in their inbox. On the other hand, some participants
indicated they would think it is much easier to click on the
link during a busy day “If I was really busy, I would just click
on the link” (P15–P). Some explained that they would consider
their priorities and the relative importance of the email if they
are having a busy day [see H14.2]: “It will depend upon my
priorities. If I’m free, I’ll open it. If not, I will suspend it. Or
I may ignore it completely” (P08-L).

On the other hand, some seem to completely trust in anti-
virus software installed on the computer and tend to transfer
the responsibility of detecting and filtering phishing emails to
them [see H14.3] “There is something [anti virus software] to
take care of this” (P14–L). We found another set of users who
avoid clicking on links in the email client and use the relevant
apps installed in their mobiles to take any required actions
[see H14.4]. They use those mobile apps as they consider it to
be the most convenient option for them: “It’s easier. The main
thing I use Facebook for is Messenger. So it’s just there” (P14–
L). Although these users do not use mobile apps, considering
safety reasons, their habit of using mobile apps for convenience
reduces the possibility of them falling prey to phishing emails.

Some participants explained that they are generally

suspicious about any email that they receive in their inbox
and avoid responding to any email even when they feel the
email is legitimate [see H14.5]. Furthermore, some are extra
cautious about specific types of emails (e.g., alert/banking
emails) [see H14.6]. They feel that attackers launch their
attacks usually through those types of emails; hence do not
want to respond to those types of emails through the email
app. Instead, they may use the mobile app or separately log
in to the website to carry out any required actions.

H14.1 - H14.3: [Hasty decision-making, Relative impor-
tance given to the email, Complete trust on anti-virus
software] positively affects the intention to respond
H14.4 - H14.6: [The use of the mobile app for con-
venience, Skepticality about any email, Extra vigilance
about alert/banking emails] negatively affects the inten-
tion to respond

N. H15: Effects of “emotional attachments” on “intention to
respond an email”

Our data reveal that people could respond to emails based
on emotions even without considering email legitimacy or
overlooking judgments they made about email legitimacy.
More specifically, people could be driven to respond to emails
when they are happy or excited to receive those emails [see
H15.1]. For example, we observed that when participants are
offered a job, they are keen to instantly click on the links to
view more details or accept the offer “I’m so happy about the
offer. I will respond soon, I’ll accept the offer” (P01–P). Some
emails make people curious, especially if some information
is directly not visible in the email [see H15.2]. Curiosity
causes people to respond to emails faster “If I am curious
to know more details, I would go and click order details and
see all the details” (P01–P). Similarly, fear of losing assets,
information, and access to accounts could drive people to
respond to emails immediately without a conscious decision
of the action [see H15.3] “How has somebody has added this
email to my account. This worries me because if my account
is linked to PayPal, all my money will be easily transferred. I
would click on this link” (P03–P).

In our data, anxiety related to work-related priorities and
relationships is a very clear driver that made participants want
to respond to emails even where they doubted the legitimacy
[see H15.4]. For example, when the participants saw an email
from their supervisor, they wanted to respond immediately “I
wouldn’t question ... The supervisor has, you know, superiority.
So, it feels like I have to get this resolved today as I want
to impress” (P16–P). On the other hand, we observed mixed
reactions when participants believed that they received an
email from their family. For example, at times, they explained
the desire to respond to such emails immediately as they feel
it is important to attend to family matters urgently [see H15.5].
On the other hand, some may take a more relaxed approach to
respond personal emails as they feel that they can always attend
to such emails later without any repercussions [see H15.6] “It’s
quite informal, and I feel like I could deal with it at a later
without any repercussion” (P05–P).

In Section IV-I, we described how people could get angry
or frustrated after discovering a phishing email in their inbox.
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We observed that anger or frustration could lead to mixed
reactions in terms of email response. In such situations,
mostly people tend to delete or ignore the email [see H15.7].
“I feel this is more like spam. I think I probably just deleted
it” (P19–P). On the other hand, we observed situations where
participants get frustrated after concluding that they have
received a phishing email, clicking on the email links with
the intention of avoiding future phishing encounters [see
H15.8]. For example, a participant explained that he wanted
to click on the unsubscribe link to make sure he would not
receive such phishing emails from the same sender again
“l want to click here ... I know that this is a scam email
... But I want to unsubscribe from this newsletter” (P06–P).
Therefore, based on our data, the following relationships exist:

H15.1 -15.5, 15.8: [Happiness and excitement, Curios-
ity, Fear of losing assets, information and access to
accounts, Anxiety about maintaining work priorities and
relationships, Anxiety to maintain personal relationships,
Motivation to avoid future phishing emails based on anger
or frustration] positively affects the intention to respond
H15.6 -15.7: [Relaxed approach to maintaining personal
relationships, Motivation to avoid current email based on
anger or frustration] negatively affects the intention to
respond

V. LIMITATIONS

The theoretical model presented in this paper emerged from
the qualitative data we collected through in-depth think-aloud
sessions and interviews. We reached theoretical saturation
(Figure 2) which indicates adding more participants from the
same group will not influence the model. Furthermore, as
explained in Section III-C, we ensured the completeness and
accuracy of the model in terms of the collected data through
negative case analysis. However, it is also important to note
that qualitative studies are inherently interpretive, and the
findings are based on the studied context, thus challenging
to generalize. Furthermore, as explained in Section IV, as
this study is an exploration into individuals’ decision-making
processes that influence their email response decisions, all
concepts and relationships that emerged from the qualitative
data (involving 19 participants where each participant went
through 12 emails during the study) are included in the model
regardless of their frequencies. Future studies could validate
the model and also evaluate the significance of the elements
of the user’s email response decision-making process and
their relationships uncovered through our data using large-
scale surveys also considering diverse demographics, specific
phishing-attacks, and real-life settings.

Our participants were university students; who are usually
more tech-savvy and have a higher critical thinking ability
[44], [81]. Previous studies also have revealed demographics
like education would not influence or correlate to phishing
susceptibility because an individual’s knowledge does not
reflect on behavior [44]. Nevertheless, similar to many other
studies on phishing conducted using a sample from a university
population, we cannot compare or make conclusions about
other populations with different characteristics.

As explained in Section III, instead of surveys or retro-
spective interviewing, a role-play-based think-aloud method is
better suited to achieve the aim of this research. Although a
role-play scenario lacks real-world validity as users do not
actually receive the emails in their usual inbox, the role-play
method provided us advantages over conducting the study us-
ing real phishing emails. By the analysis of both phishing and
legitimate emails, we were able to obtain much deeper insights
into the underlying decision-making processes of people rather
than only considering actions performed on phishing emails
as in studies with ‘real phishing’ emails. Additionally, this
setup also allowed us to employ twelve emails per participant
rather than one phishing email which allowed us to present
diverse types of emails. As a result, the model that emerged
from our data enables us to identify general email decision-
making flaws that attackers could potentially exploit to launch
successful phishing attacks.

Similar to other phishing-related studies that used role-play
in their study design [1], [23], [63], we designed the role-play
scenario and the emails to be realistic and to match the par-
ticipants as closely as possible. In fact, we used real phishing
emails, real legitimate emails, and real phishing URLs for the
study and adapted them to suit the given scenario. Furthermore,
as mentioned in Section III, through the simulated email
client, the dates and times specified in the email content were
automatically adjusted based on the time participants opened
those emails. Similar to previous research [53], [73], we also
told participants the nature of the experiment from the start.
Although the researcher clearly explained that the goal is to
understand how they make email responses and not to measure
how well they perform, the instructions may have primed
them to examine emails more vigilantly than they usually
do as they could be conscious about their thought processes
being monitored by the researchers. In addition to fulfilling the
ethical and responsible research of informed consent, there can
be advantages to participants knowing they are taking part in a
phishing-related experiment focusing on their decision-making
processes compared to a deceptive study. For instance, we
observed participants speaking to us effortlessly regarding their
decision-making process including but not limited to how how
their previous phishing email exposures and phishing education
affected their email response decisions.

VI. DISCUSSION

A deeper understanding of human decision-making, mis-
conceptions, and user assumptions is crucial in the design of
anti-phishing education, training, and awareness intervention.
Through this work, we extend the state-of-the-art by provid-
ing a qualitative user study to propose a theoretical model
that interprets different elements and relationships of users’
email response decision-making process that influence their
email responses. The theoretical model allows us to identify
several general email decision-making flaws that attackers
could potentially exploit to launch successful phishing attacks.
Similar to previous studies [54], [81], our study highlights
that people tend to respond to targetted emails with detailed
information contextually aligned to their situations [25]–[27],
[33], [77], [80], looking professional [26] or looking familiar
[42], [77]. The role of personal characteristics and habits in
email decision-making is also highlighted on several occasions
[7], [27], [36], [49], [65].
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A. The novelty of the findings

Apart from confirming what is already known, our study
also provides novel or more profound insights into elements of
the users’ email response decision-making process. Moreover,
the developed model not only focuses on the high-level cate-
gories (e.g., personal habits) but also on the lower concepts
(e.g., trust anti-virus software, the use of mobile apps for
convenience, extra vigilance about alert/banking emails) and
their relationships with categories or latent variables. Hence,
our model can interpret how different elements of people’s
email response decision-making processes could positively and
negatively influence their email response behavior, which was
lacking in previous literature. For example, although previous
research has hinted at the importance of personal habits [34],
[65], [71], [72] and emotions [1], [20], [34], [41], [82] in
phishing prevention, interpretation of how different types of
emotions and personal habits influence response decisions is
lacking. Our results help to bridge this gap. More specifi-
cally, our results suggest certain habits (e.g., having complete
trust in anti-virus software) could increase the possibility of
responding to emails, and other habits (e.g., extra vigilance
about alert/banking emails) could reduce this possibility (see
Section IV-M). In the phishing context, this implies that certain
habits reduce the possibility of falling for phishing while others
increase this possibility. However, such detailed insights were
missing in previous literature.

Our findings (see Section IV-L) also suggest that people
may not make a final decision on email legitimacy while going
through an email and may intend to validate the email before
deciding how they want to respond. While some validation
techniques people utilize are safe, some techniques (e.g.,
searching for information online, calling the phone numbers
given in the email, and checking with others) could make
them susceptible to potential phishing emails. Furthermore,
our study reveals that people could learn correct and incorrect
strategies to detect phishing emails from their past phishing
encounters (see Section IV-H) and may even decide on the
legitimacy of emails based on auxiliary security content avail-
able in emails (see Section IV-G).

In terms of URLs, several previous studies have investi-
gated how people read and interpret phishing URLs without
the email context [3], [6]. Even the studies conducted in the
phishing email context [11], [75], do not provide evidence-
based insights into users’ decision-making processes related to
link legitimacy determination. Our findings help to bridge this
gap. For example, we found that people’s decisions on email
legitimacy could be based on the perceived non-mandatory
nature of the links and even the appearance of buttons.
Furthermore, the presence or absence of email links is also a
deciding factor of email legitimacy. Our participants assumed
that emails without any links could be safe not realizing that
attackers could still use such emails to make people download
malware or reveal sensitive information.

In terms of the email source, in line with previous research
[27], [30], [45], [49], [55], [72], our findings reveal how people
perceive the sender’s legitimacy has a pivotal in trust they
place in a received email (see Section IV-A). For example,
previous research explains that people are more likely to accept
a message when the source presents itself as credible. Our
findings also go in line with the findings in [83] which found

that people do not necessarily have a blind spot for email
source details but instead do not properly recognize deception
tactics commonly employed by phishing attackers. However,
existing research is limited in explaining how people perceive
the legitimacy of the sender by interpreting different parts
of the sender’s address (e.g., based on the display name of
the sender address, sub-domain of the sender address, email
addresses specified in the email body, etc.) and confusions they
have about determining the sender’s legitimacy. Our findings
help to bridge this research gap.

B. Recommendations for anti-phishing education, training,
and awareness intervention design

In this section, we discuss the implications of our findings
to designers and researchers working in the area of anti-
phishing education, training, and awareness interventions.

1) Facilitating to eliminate misconceptions and invalid as-
sumptions: Our study findings point to several misconceptions
and invalid assumptions users have with respect to strategies
that phishing attackers use and their capacities. For exam-
ple, we saw that people often assume that phishing emails
always contain URLs; hence, the absence of email links tends
to create a false sense of security in email recipients (see
H6.1). Some assume that phishing attackers could never have
access to detailed information about a specific situation and/or
information specific to the participants, such as order details
of an Amazon order (see H5.2). Some believe that anti-virus
software can protect them from phishing attacks (see H14.3),
and some assume that phishing attackers usually launch their
attacks (see H14.6) by mainly using specific types of emails
(e.g., alert/banking emails). We saw that such misconceptions
and assumptions could drive people to make unsafe response
decisions even when they know how to detect phishing emails
correctly or have some suspicion about the received email due
to other phishing cues that they noticed in the email. Therefore,
anti-phishing education and training should not only focus on
guiding people on identifying a phishing email correctly but
also eliminate the misconceptions and invalid assumptions they
have about the strategies and capacities of phishing attackers.

2) Tailored anti-phishing education, training and aware-
ness: Our results provide insights into the diversity and
complexity of how people make email responses. For example,
our results point to situations where some people struggle to
identify the legitimacy of emails, some struggle to validate
the emails, and some struggle to take safe actions even after
making correct legitimacy judgments. Hence, it’s important to
focus on targeted training and awareness without a one-size-
fits-all approach. We see the value of using personas [52], in an
organization setting, for designing tailored education, training,
and awareness interventions. Personas are fictitious representa-
tions of user groups, their goals, and preferences for bridging
the gap between designers and the end-users they are designing
for [58]. While personas have been lauded for their benefits,
they are rarely used in the context of phishing prevention. The
development of personas requires a deeper understanding of
the behavioral and demographic characteristics of the users.
Hence, we anticipate that the knowledge generated from this
study, along with other work that looks into the demographic
and personality of people who fall for phishing emails [23],
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[36], [39] could serve as a starting point for designing effective
tailored anti-phishing interventions in the future.

3) Shifting focus from accurate email legitimacy judge-
ments to secure email responses: Our theoretical model sug-
gests that perceived email legitimacy may not be the sole
influencer of email response decisions. However, frequently
anti-phishing education, training, and awareness interventions
[59], [78], [79] often focus only on people’s email legitimacy
judgments in their study designs and/or in their evaluations.
Our results indicate other important factors that should be
considered independently or in conjunction with people’s email
legitimacy judgments to ensure safer email response decisions.
For example, our results indicate people could fall prey to
phishing even after identifying phishing emails correctly (see
H15.8 in Section IV-N). Therefore, in the future, we expect the
focus of the design and evaluation of both research and de-
velopment on anti-phishing education, training, and awareness
interventions to shift from accurate email legitimacy judgments
to secure email responses.

4) Facilitating safe email validation: Given that the trust
perceived based on email validation techniques could drive
people’s email response behavior (see Section IV-L), it is
important to make sure people validate emails in safer ways.
Unfortunately, our study provides evidence that people use
unsafe techniques to validate emails when they have doubts
about email legitimacy. To the best of our knowledge, this
information was missing in previous literature and is an
important part of the puzzle that explains why people fall prey
to phishing emails. Therefore, we see value in tools being
developed to facilitate employees in organizational settings
to validate emails, specifically when they are doubtful about
email legitimacy. Jenkins et al. [35] proposed initial UI designs
for a tool to support people who report phishing so that
they can confidentially take appropriate action. Althobaiti et
al. [6] designed a usable report based on the information
professionals use to support users in deciding if potential
phishing URLs are or are not safe to click on. We anticipate
such tools to be integrated into email clients and adapted
to provide contextualized just-in-time advice to the users on
all aspects of an email that they have doubts. For example,
our study provides evidence that users struggle in interpreting
the reply-to address and sender address. Users can also be
unaware of how to validate the organizational logos visible in
emails correctly and, as a result, trust outdated logos based
on the results of internet searches they perform. Furthermore,
anti-phishing education and training material should also be
updated to teach users about safe and unsafe email validation
techniques specifically.

5) Giving more prominence to diverse personal habits and
emotions in tool design: Our results provide insights into how
different emotions (see Section IV-N) and personal habits (see
Section IV-M) can positively and negatively influence people’s
response behaviors. For example, certain emotions such as
happiness and excitement, anxiety about maintaining work
priorities and relationships, and anxiety about maintaining
personal relationships positively affect the intention to respond
to phishing emails. Emotions can also override people’s legiti-
macy judgments and drive them to make undesirable responses
to phishing emails (see H15.8). As a result, attackers could
craft emails to manipulate users’ emotions in order to increase

the possibility of them falling for those emails. However,
despite the importance, previous research work has paid less
attention to personal habits and emotions in the design of anti-
phishing training, education, and awareness tools [5], [25].
We see value in providing people opportunities to self-assess
their habits and emotions and the impact of those on their
email response decisions. The knowledge generated by such
self-assessment tools can be used to create self-awareness,
facilitating people to be more vigilant about their response
behaviors and also providing targeted anti-phishing training.
Furthermore, the knowledge arising from this research, to-
gether with advancements in automatic sentiment and emotion
recognition in the email context [31] could be used to guide
users to make safer email responses in the wild.

6) Facilitating to assess the validity of self-learned strate-
gies: Our findings in Section IV-L reveal several inaccurate
strategies that people learned through past phishing encounters
that they use to detect phishing emails. They could apply those
strategies to new emails leading to unsafe email responses
to phishing emails (see H8.2). This highlights the need for
providing support for users to self-validate strategies they have
learned to prevent them from applying those strategies in the
future. We see value in providing tool support to users to
validate self-learned phishing detection strategies. For exam-
ple, we anticipate advances in natural language processing,
such as semantic similarity [13], can be utilized to develop
intelligent systems to process user-defined phishing email
detection strategies and provide advice or feedback on whether
those strategies are safe. Furthermore, role-playing simulation
games as in [79] could be expanded to focus on correcting the
self-learned incorrect strategies revealed through this study.

VII. CONCLUSION

In this paper, we investigate in-depth how people make
email response decisions while reading their emails. Analysis
of the collected qualitative data enabled us to develop a
theoretical model that describes how people can be driven to
respond to emails by clicking on email links and replying to
or downloading attachments based on people’s email response
decision-making elements and their relationships. Based on an
improved understanding of how people make email responses,
this study enables us to identify how people can be susceptible
to manipulation, even in our controlled experiment environ-
ment. We proposed five concrete enhancements to state-of-
the-art anti-phishing education, training, and awareness tools
to support users in making safe email responses. Among
others, we suggest that the goal of anti-phishing education,
training, and awareness tools should shift from accurate email
legitimacy judgments to secure email responses. Therefore, we
believe our work lays the foundation for improving future anti-
phishing interventions to make a significant difference in how
we prevent phishing email attacks in the future.
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