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Abstract—Email phishing to date still is the most common
attack on IT systems. While early research has focused on
collective and large-scale phishing campaign studies to enquire
why people fall for phishing, such studies are limited in their
inference regarding individual or contextual influence of user
phishing detection. Researchers tried to address this limitation us-
ing scenario-based or role-play experiments to uncover individual
factors influencing user phishing detection. Studies using these
methods unfortunately are also limited in their ability to generate
inference due to their lack of ecological validity and experimental
setups. We tackle this problem by introducing PhishyMailbox, a
free and open-source research software designed to deploy mail
sorting tasks in a simulated email environment. By detailing the
features of our app for researchers and discussing its security and
ethical implications, we demonstrate the advantages it provides
over previously used paradigms for scenario-based research,
especially regarding ecological validity as well as generalizability
through larger possible sample sizes. We report excellent usability
statistics from a preliminary sample of usable security scientists
and discuss ethical implications of the app. Finally, we discuss fu-
ture implementation opportunities of PhishyMailbox in research
designs leveraging signal detection theory, item response theory
and eye tracking applications.

I. INTRODUCTION

Phishing is one of the most common threats to IT systems
worldwide. Malicious actors from ransomware gangs to state
sponsored hacking groups use phishing emails as a first step to
infiltrate target networks. Despite great efforts of researchers
and practitioners, phishing in 2024 still is the most common
cyberattack [1]. One of the reasons for this is, unfortunately,
that popular measures like phishing simulation campaigns fail
to deliver results [2]–[4]. In addition, phishing awareness
campaigns trying to leverage education for higher security
awareness also fall flat in terms of their effect — for an
overview, see Sasse et al. [5]. While a relatively large body
of literature regarding different influence factors on phishing
detection exists, phishing attacks continue to evolve [6], [7],
requiring better understanding of how and why email recip-

ients detect phishing — or fall for it. Hence, research about
phishing remains highly relevant to study and evaluate user
behaviour as well as explore possibilities to strengthen users
against such attacks.

Research regarding influences on phishing detection by
users mainly employs one of two designs: While there is
work implementing an observational perspective [8], most
studies about influences on phishing detection have been
operationalized using a scenario-based design, in which users
view email images or isolated emails in combination with
other measures like surveys, trying to elicit causal inference of
said measures onto phishing detection performance [9]–[13].

Such scenario-based designs, however, show considerable
drawbacks regarding content validity, ecological validity, in-
ferential potential and overall generalizability. This warrants
attention, as quantitative phishing detection research rests
on its measurement. Since measures for behaviour must be
ecologically valid to enable inference about the phenomenon it
proposes to measure, measuring phishing detection so far has
proven to be tough for researchers. To follow experimental
best practices and maximize validity, researchers ought to
use real phishing emails together with personal email clients.
However, this approach conflicts with ethical guidelines prior-
itizing system health and privacy. Scenario-based designs by
definition are an abstract solution to this, but they seldom if
ever represent reality well. Either, participants are presented
images of emails [9] or are shown emails in a locked-down
inbox without being able to easily record user interaction with
the email [14].

All of these approaches prevent actionable inference about
phishing detection, no matter how well the study is run. The
user either lacks familiar interaction, or there is no possibility
to economically measure interaction. In this position paper,
we detail three steps to improve research on human phishing
detection and related constructs: Firstly, we carefully discuss
limitations of scenario-based designs for phishing detection,
based on extensive literature on the topic. We then introduce
PhishyMailbox, a novel simulation software specifically de-
veloped to enable and measure ecologically valid user engage-
ment with emails. Finally, we report preliminary usability data
of researchers using PhishyMailbox and outline several use-
cases for the software in future phishing detection research.
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II. LIMITATIONS OF QUANTITATIVE PHISHING RESEARCH

In this section, we provide an overview of quantitative
phishing detection research, as well as methodological pitfalls
of various research methods in that domain.

A. Limitations of Phishing Campaign Studies

Shortly after musings about phishing started appearing more
prominently in academic circles in the early 2000s [15],
Ferguson’s work [16] — regarded as the first to use a large
phishing campaign approach — found high rates of compli-
ance with phishing emails in a military context; They effec-
tively highlighted the importance of protection from phishing
through training. Large-scale phishing campaign research,
subsequently gained popularity despite known ethical concerns
[17]: Dodge et al. [18] found similar phishing success rates to
Ferguson [16] in a different military study. Jagatic et al. [19]
first focused on social cues and concluded they contributed
majorly to phishing success rates. Impact of demographics
onto phishing detection was ruled out [20], and training of
various types showed a positive effect on phishing detection
[16], [21]–[23]. However, the impact of individual factors
like psychological variables or exogenous influences on the
users is impossible to obtain from such studies, as they are
carried out in uncontrolled environments. While such large
studies are ecologically valid, they cannot assess individual
data well, as individual report metrics cannot be linked to
study performance data.

To address this issue, researchers in the past decade increas-
ingly adopted methods that allowed enquiring about influences
on individual users through experimental manipulation in en-
vironments that allow for better measurement, i.e. lab studies.

B. Scenario-based Designs

The scenario-based design rose in interest once the large-
scale phishing studies became increasingly harder to con-
duct due to the spread of ethical concerns in the research
community [17] and researchers considered individual factors
as influence on phishing detection. A scenario-based design,
often also called role-play design, is a study method first
used in phishing detection by Downs et al. [24]. It describes
immersing participants in scenarios in which they have to
decide between alternatives. In phishing research, often a
participant is told they are viewing their own email inbox or
a similar email spectator event, to then be given the task of
classifying emails into phishing or not, or evaluating them in
terms of trust (cf. [9], [14], [24]).

The methodologies used in the literature can be broadly
divided into two approaches: Either, researchers use email pic-
tures to show participants — e.g. [25] — or prepare an isolated
email inbox with pre-specified emails for the participants to
handle in a laboratory setting, e.g. in Mayhorn & Nyeste’s
work [14]. Because phishing emails can be considered a
binary classification task [26], such designs often rely on a
combination of a mail sorting task with a binary forced choice
response format as their measure of phishing detection [13].
All the mentioned designs are usually coupled with additional

measurements of influence variables like demographics, psy-
chological variables or contextual-situational cues.

Research using such designs has found influence of person-
ality variables like extraversion on phishing detection [10];
Cognitive reflection and sensation seeking were also identi-
fied as factors influencing phishing susceptibility [11]. Work
by Parsons et al. found participants with higher cognitive
impulsivity to be more susceptive to phishing, while work
experience showed an effect towards better phishing detec-
tion [25]. Mayhorn & Nyeste found working memory capacity
and irrelevant memory inhibition to be positively associated
with phishing detection [14]. Seminal research by Downs et
al. suggests that low familiarity with phishing raised suscep-
tibility to phishing [24]. Regarding circumstances, scenario-
based research suggests that knowledge about web structure
and technology aids in phishing detection [27], [28]. Zheng
& Becker found in their scenario-based study that enforced
header presentation of emails did not improve phishing detec-
tion performance [29].

C. Limitations of Scenario-Based Designs

The main limitations of scenario-based studies are their
generalizability and ecological validity, which stems from
their design. While this is a general problem in Usable
Security research [30], scenario-based designs exacerbate this
issue as many studies tell their participants beforehand that
the task they will be undertaking is about phishing. This
will lead to effect misinterpretations due to higher alertness
or vigilance [30], [31]. As has been demonstrated in other
fields, scenario-based designs are highly sensitive to ecological
validity problems, which for researchers often prove to be hard
to impossible to solve [32]. Kieffer et al. define ecological
validity as “representative users performing representative
tasks in their natural environment” [33]. While the former
two aspects, representative users and representative tasks, are
often met, the latter is lacking in scenario-based designs: Most
users will encounter phishing in their daily life, which differs
substantially from a controlled laboratory setting. There will
be external circumstances at play like distractions, or other
primary tasks that demand attention [31]. As observational
qualitative evidence suggests, such external influences are
important to take into account [8] if research wants to be able
to properly model influences on phishing detection.

III. INTRODUCING PHISHYMAILBOX

While scenario-based designs simulate the problem to
gain insights, we deemed simulating the environment a
more robust solution to collect natural behavioural data
in a familiar and safe environment that adheres to eth-
ical guidelines. We designed PhishyMailbox (available
at https://github.com/Enterprize1/phishy-mailbox; Docker im-
age provided at https://hub.docker.com/r/thorstenthiel/phishy-
mailbox) for exactly this purpose. The typescript web-app
simulates an email client akin to popular email front-ends in
the browser (see Figure 1), combined with an admin interface

2

https://github.com/Enterprize1/phishy-mailbox
https://hub.docker.com/r/thorstenthiel/phishy-mailbox
https://hub.docker.com/r/thorstenthiel/phishy-mailbox


for researchers or practitioners to administer, construct and
design studies or tests.

Fig. 1: A browser screenshot of PhishyMailbox’s participant
user interface. It shows an exemplary inbox, running timer and
emails to sort.

Fig. 2: The researcher panel for PhishyMailbox, showing parts
of the study configuration fields.

PhishyMailbox currently implements English and German
user interfaces, which participants or researchers can switch
between any time. The app is based on two components: Study
participants interact with the Next.js front- and backend, which
acts as a single-page app for the browser and provides an API
to a PostgreSQL database, which stores all data.

A. Features For Researchers
PhishyMailbox is designed to offer flexibility for researchers

and support common scientific workflows. The administrative

interface can be protected with a custom username and pass-
word, multiple users are possible as well to manage access
control. The interface allows uploading email files in EML
format, editing them, add and edit studies (see Figure 2), as
well as manage researcher user credentials. Uploaded emails as
well as newly created ones can be edited at will: Header code
and email body (HTML) can be freely designed; email sender,
subject, and identifier are also subject to change. Creating or
editing a study allows configuration of the following:

• Edit the welcome message as well as the outro message.
• Adding emails to studies and editing the study folder

structure.
• Pre-define tokens for participants to log in or set a link

to enable server hosting and remote participation — the
latter will auto-generate tokens.

• Include links before and after the email task to seam-
lessly add surveys or other tasks to the study workflow.
Participant tokens may be appended to any links, e.g. to
pass them to survey platforms.

• Changing external image display options for participants.
• Set a timer and change timer display options for partici-

pants.
The advantage PhishyMailbox has over traditional methods

of scenario-based research is that it by default collects activity
data of study participants without having to specify it. The
following interactions users show with the emails are logged
as single data points, including timestamps:

• Email view: Email was opened.
• Email details view: The email header was viewed.
• Email moved: The email was moved into another folder.

This action also saves the folder IDs (from and to).
• Email scrolled: The user scrolled in an email. The scroll

position is also recorded.
• Email link click: The user clicks on a link in an email.

The URL and the link text are recorded for the link.
• Email link hover: The user hovers over a link in an

email with their cursor. The URL and the link text are
recorded as well.

• Start and end: Records timestamps when users start and
end the study.

All of this data is stored together with the participant token
in the database and can be downloaded by researchers from
the admin panel. Additionally, study structure, settings, and
contents can be uploaded and downloaded as JSON files as
well to ensure computational reproducibility.

B. Security and Ethics

Since this app was designed for phishing research, several
safety-features were built into the app: An event listener was
integrated to relay users to an ”Error 404” webpage after
clicking links. Further, we used <iframe> HTML elements
to isolate email content from the app itself. Using the sandbox
parameter, we prevented navigation of the web-app as well
as JavaScript execution from within an iframe. We applied
the content security policy [34] to prevent loading from or
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navigating to external sources while being able to execute
and analyse CSS rules. All of this enables the use of real
phishing emails alongside legitimate ones while not disrupting
the natural workflow of viewing and handling emails within
a browser. Security of the executing machine can also not
easily be compromised this way. Email attachments like PDF
or office files are not accessible for the viewer, rendering an
accidental inclusion of malicious attachments harmless.

To minimize ethical implications of PhishyMailbox usage,
we designed the app so that it does not collect personally
identifying information and isn’t able to harm IT systems.
Thus, we don’t expect ethical issues to arise from the use
of PhishyMailbox by itself. Should, however, other paradigms
be coupled with PhishyMailbox, e.g. eye tracking applications,
the ethical implications are bound to change. This requires
further evaluation on the side of the researchers conducting
the study, and, if need be, IRB approval.

C. Limitations of PhishyMailbox

Although we detailed the improvements of PhishyMail-
box over previous approaches, the tool itself is not without
limitations. Firstly, PhishyMailbox does not allow interaction
with websites behind links, which limits its functionality in
phishing research beyond the emails. This was a limitation we
accepted since we wanted to prioritize security of the app to
enable use of real phishing emails. Secondly, the user interface
is not customizable by researchers or users. We decided against
this to make research comparable within the PhishyMailbox
paradigm. Lastly, the main limitation of PhishyMailbox is that
it represents an emulation of a webmail client. As such, it
does not provide the rich interaction possibilities such clients
provide. Unfortunately, this is a trade-off effect, which exists
because we wanted to enable use of real phishing emails while
providing a secure environment. Researchers should consider
these limitations before using the application.

IV. USABILITY EVALUATION

We evaluated PhishyMailbox usability to test the aptitude
of the system in practice with a preliminary sample of re-
searchers.

A. Method

We invited usable security and privacy scientists from our
professional network to participate in a usability evaluation
of PhishyMailbox. As our target sampling population was
small and hard to reach, we could not meaningfully screen
for specific criteria, as availability constraints of possible
participants already rendered recruiting a difficult endeavour.
Our preliminary sample consisted of 5 researchers with ages
between 26 and 32 years (Mean: 28.6; SD: 2.70). They were
familiar with phishing research, but had not published phishing
papers of their own. Of our participants, 2 identified as female
and 3 as male. The participants were previously informed
that beyond familiarization with the software and future use
if desired, there would be no reward for participation except
for snacks and drinks, which we provided. We adhered to the

ethical standards of the German Psychological Association for
research [35], which the lead author of this work is part of:
We firstly explained the purpose and broad makeup of the
software as well as the upcoming evaluation to the participants,
and obtained informed consent for participation. We then put
forward a series of six tasks which the participants were asked
to carry out using the software. We chose these tasks so that
we could 1) enable participants to experience the main features
of the software, 2) gain feedback on clarity and usability of the
processes, and 3) familiarize the participants with the software
and suggest improvements. The tasks included:

1) Logging in with provided login data.
2) Uploading new emails from a desktop folder.
3) Editing of one email by removing a symbol in the

subject.
4) Creating a new study with previously uploaded emails.
5) Adding participants to the study manually.
6) Exporting of study data.

Participants were encouraged to give feedback, try to circum-
vent settings or security, and ask questions if necessary as they
completed the task. We recorded all questions or suggestions
directed at us during the task, as well as notable user interac-
tions that were not part of the task. After the tasks, participants
were asked to fill out demographic questions (gender and age)
as well as the System Usability Scale (SUS) [36] regarding
PhishyMailbox. We altered the first SUS question — “I think
that I would like to use this system frequently” — to better
fit the research context. Our altered version asked: “I think
that I would like to frequently use this system for studies of
this kind”. After completion of the SUS, participants were
thanked and given a link to the GitHub repository, as well as
final contact details for questions regarding future use of the
software.

B. Qualitative Results

Overall, participants expressed no concerns or suggestions
regarding task 1 and 6 of the study. A few minor software bugs
related to participant addition and uploading study JSON data
were found, which we fixed prior to submission of this work.

The email upload (task 2) prompted 3 participants to ask
whether multiple simultaneous uploads of emails were pos-
sible. As this was indeed possible at the time of evaluation,
we took this as feedback that the description of the upload
panel was in need of an update to reflect this possibility. Two
participants suggested that the email editing menu in task 3
could benefit from a WYSIWYG editor in addition to the
existing HTML editor. Additionally, one participant described
the HTML editor as lacking line numbers and having inade-
quate scrolling options. Study creation (task 4) prompted a few
questions from 3 participants about the concrete functionality
of different data entry fields like the email selection field, the
folder creation field and the participant addition. 2 participants
asked about the specific details regarding generation of partic-
ipant IDs for studies in task 5.

Based on these results, in a future version of PhishyMailbox,
we will add tooltips to explain how participant IDs are
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generated and exported and to describe all fields in the study
creation menu, clarifying functionality. The English data entry
field descriptions will be updated for clarity, we will optimize
the HTML editor and add a WYSIWYG editor as well.
Additionally, we will compose a researcher use tutorial, which
we will publish on GitHub alongside the software source code
and documentation.

C. Quantitative Results

PhishyMailbox received SUS scores from 72.5 to 97.5, with
an average of 85 points. This places the software in the top
25% of software regarding SUS usability evaluations [37].
Participants especially seemed to value the ease of access and
simplicity, with questions 4,7, and 10 scoring very highly. A
rather high amount of neutral ratings for question 8 (difficulty
of use) likely indicates a lack of tooltips. These quantitative
results are in line with our qualitative observations and will
be addressed in future software versions as described in the
previous section. As our sample size is still low, results cannot
be considered representative, but this will be addressed with
continued assessment with the goal of including researchers
from other fields as well.

V. FUTURE WORK OPPORTUNITIES WITH
PHISHYMAILBOX

PhishyMailbox integrates well into existing analysis strate-
gies of phishing detection data and generates possibilities for
new methods and assessment.

A. Applying Signal Detection Theory

Signal detection theory (SDT) [38], originating from psy-
chophysics, is a method to analytically separate signal from
noise. Applied to binary decision data in a test setting, it can
be used to differentiate between response bias — a general
tendency of the tested person to answer in a certain way — and
sensitivity, the true ability of the person. SDT has been applied
to phishing detection data of vignette-based experiments for
almost a decade already [9], [12]. PhishyMailbox enables the
use of SDT as well, if researchers employ a mail-sorting
task for their study. While researchers have to specify what
constitutes a hit, miss, false alarm or correct rejection by
the participant, the range of data recorded by PhishyMail-
box enables a plethora of possible feature combinations to
define highly precise rules. Such designs are especially apt to
research a broad range of influence factors on phishing detec-
tion from psychological to environmental, utilizing analytical
frameworks like structural equation modelling.

B. Item Response Theory for Phishing Test Development

Item response theory (IRT) and its methods, e.g. the Rasch
Model [39] or 2PL-Model [40], present a currently under-
utilized framework for phishing researchers. Since phishing
detection in essence is a binary-outcome task, these models
can be used to construct or evaluate phishing detection ability
tests comprised of a mix of legitimate and phishing emails.
Such an approach to date has not been published, probably

because IRT has not yet permeated the Usable Security com-
munity, and such evaluations require high sample sizes that
were hard to attain with previous experimental designs. The
potential gains from a phishing detection test, for example
measuring detection ability with PhishyMailbox in an assess-
ment centre, can, however, not be understated: Knowing how
well individuals can detect phishing could enable self-hosted
skill-based training at overall low cost for organizations, while
simultaneously improving employee security capabilities and
fulfilling compliance requirements.

C. Eye Tracking Integration

At the time of writing, eye tracking has proven to be a
useful tool to causally link user perceptions to their actions
on screens for almost half a decade [41]. However, until
recently, eye-tracking has been an expensive task, requiring
special hardware and software, as well as a dedicated lab setup,
considerably reducing study sample sizes of studies. Using eye
tracking data to identify which exact email elements users are
looking at when dealing with phishing emails has been done,
albeit with small participant counts, limiting generalizability of
such data [42], [43]. Recent research, however, has found the
use of eye tracking with webcams [44], or even combining
it with machine learning on mobile devices [45] a viable
option. Abdrabou et al. in a preprint have successfully linked
eye-tracking data with a mail sorting task, albeit on a small
scale [46]. Linking such eye tracking data to PhishyMailbox
presents an opportunity to analyse email decision-making
and email perception on a large scale, enabling population-
level inference about phishing detection. It seems feasible to
write add-ons for PhishyMailbox integrating these approaches,
effectively abolishing the lab-only limitation of most eye
tracking study designs.

VI. CONCLUSION

Scenario-based experimental designs used in the phishing
detection literature so far show considerable drawbacks when
it comes to ecological assessment of user interactions with
emails. To remedy this, we developed PhishyMailbox, a free
and open source web app that provides a highly flexible, usable
environment for researchers and practitioners interested in
research or assessment of (phishing) emails. We evaluated the
usability of PhishyMailbox with a small preliminary sample
of usable security and privacy researchers. Qualitative insights
gained from this evaluation shed light on necessary improve-
ments regarding labelling and editor options, which will be
addressed with continued app development. Our quantitative
results demonstrate good overall usability of the app. The
application shows great flexibility and can provide an excel-
lent platform for future studies combining phishing detection
research with item response theory, signal detection theory
and (mobile) eye tracking approaches. We also welcome and
encourage members of the research community to submit pull
requests and future development ideas to foster phishing de-
tection research and methodological rigour in usable security.
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