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Abstract—User-generated content, such as photos, comprises
the majority of online media content and drives engagement
due to the human ability to process visual information quickly.
Consequently, many online platforms are designed for sharing
visual content, with billions of photos posted daily. However,
photos often reveal more than they intended through visible
and contextual cues, leading to privacy risks. Previous studies
typically treat privacy as a property of the entire image, over-
looking individual objects that may carry varying privacy risks
and influence how users perceive it. We address this gap with a
mixed-methods study (n = 92) to understand how users evaluate
the privacy of images containing multiple sensitive objects. Our
results reveal mental models and nuanced patterns that uncover
how granular details, such as photo-capturing context and co-
presence of other objects, affect privacy perceptions. These
novel insights could enable personalized, context-aware privacy
protection designs on social media and future technologies.

I. INTRODUCTION

With the advent and ubiquity of affordable camera tech-
nologies, capturing and sharing visual content has become the
new norm of everyday social interactions. A study in 2025 [1]
reports that 14 billion images are shared daily on social
media networks and instant messengers, a high percentage
of which include photos of people with friends and family
members. However, by sharing photos of their private lives
and personal moments, they may inadvertently jeopardize
their privacy. Exposing personally identifiable or sensitive
information online can have serious consequences, such as
identity theft [2], cyber-bullying [3], or cyber-stalking [4].

One of the well-studied privacy concerns related to sharing
content online is behavioral profiling and targeted advertise-
ments. These systems mainly rely on users’ search queries,
browsing patterns, and metadata to transform personal data
and privacy into a commodity [5], [6]. However, a signif-
icant amount of information can be harvested purely from
the visual content by humans and computer vision systems.
Figure 1 demonstrates an example of how much information
a single photo can reveal by combining different visual cues

extracted from the image. News media investigations 1 have
demonstrated how open-source intelligence tools and tech-
niques can be utilized to extract rich information from shared
visual content that was not originally intended [7], [8], [9].
Similarly, accessibility-focused research works in the field of
human-computer interaction (HCI) have also explored privacy
concerns associated with intentional or accidental disclosure of
visual information [10], [11], [12], [13]. However, there is still
some uncertainty about whether and how users can understand
the complex visual and contextual cues in the photos they
share online. Our work aims to explore this research theme to
uncover the nuances of perceived visual privacy.

Our goal is to understand how individual objects (i.e., the
visual elements within the image), which may have varying
privacy risks in different contexts, influence users’ privacy
decisions. Previous studies focused mainly on the perceived
privacy of the entire image to understand users’ perceptions
and behaviors while sharing photos online. More specifically,
these works have focused on understanding whether a user
evaluates the whole image as private or not [14], [15], [16],
[17], or focuses on assessing the privacy risks of a single
object [18]. However, these approaches overlook the effect
of context and the co-presence of different privacy-sensitive
objects within an image. A few works on users’ privacy
preferences regarding the sharing of visual content on social
media have examined spatial context (location where the
photo was taken) and social context (e.g., the number of
individuals present in the image and the subject’s relation to
the image) [19]. Our work extends this line of research by
exploring more fine-grained aspects of visual content.

Contributions: We offer novel insights into how end-users
evaluate visual privacy and the factors that shape their pri-
vacy perceptions. Secondly, we provide empirical evidence
on users’ privacy heuristics, derived from a mixed-methods
analysis of qualitative and quantitative data gathered through
an online user survey (n = 92). Finally, we explore the use of
synthetic images in user studies as a valuable alternative when
real-world data is difficult to obtain.

Overview of results: We draw results by fixing the individual
visual element, referred to as objects, in the foreground and

1The New York Times visual investigations and Bellingcat investigations
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Estimated Age: 17–22
Clothing: His style (Hurley shirt, grey skinny jeans, checkerboard Vans) was extremely popular in 
the late 2000s among skaters, emo/scene kids, indie or alt music fans
Hair: Medium-length, swept, unkempt style — associated with “skater boy” or indie looks in 2009
Posture: Confident but relaxed; used to being on a skateboard. Probably not a beginner
Likely Interests: Skateboarding, alternative rock or pop-punk, might be involved in local skate 
culture, possibly into streetwear or sneaker culture

Photographer, 
year: Amanda M. 
Hatfield, 2009. 
Aesthetic: 
Candid, 
documentary-
style photo 
capturing urban 
youth culture
Photographer’s 
background: 
New York City

People in background: A group of young adults, including women in summer clothing (dresses, shorts), 
indicating a casual or leisure setting
Environment: Urban outdoor setting
Fashion: Casual and trendy clothing styles common in the late 2000s

Possible Location Guess
The photo has a North American urban feel, likely U.S.-based:
Language: The shirt says “Hurley,” a U.S.-based surf/skate brand.
Architecture: Industrial buildings in the background, including what looks like silos or storage 
tanks, possibly tied to a port or factory area
Landscape & Layout: Flat concrete area with trees planted in square cutouts. Common in North 
American urban parks or skate-friendly zones
Trash bin design: Also consistent with U.S. public parks or recreation zones
People: Ethnically diverse group of young people dressed for warm weather, indicative of a 
metropolitan area

Strong Candidates:
Brooklyn or Queens, New York City – The photographer, Amanda M. Hatfield, is known for 
photographing youth and music culture in New York.
Chicago, IL – Also has a mix of post-industrial areas near public skateparks.
Philadelphia, PA – Similar aesthetic and youth-skate culture near public recreation zones.

Given the photographer’s background, New York City, or Brooklyn waterfront, is the most likely.

Fig. 1: An example demonstrating the amount of information revealed (intentionally or inadvertently) through a single visual
content. The image is sampled from the MS-COCO dataset explorer and the text descriptions are a combined interpretation
by a human observer (one of the authors of this work) and commercial GenAI methods (link to actual image is here).

studying its perceived privacy using varying combinations of
objects in the background. In summary, we make the following
observations:

• We found that users demonstrate a latent cognitive model
for evaluating the intricate visual and contextual cues of the
images. Users pay attention to granular details about the
objects, such as what or who is in the photo and the situa-
tional context in which the photo is captured. This finding
supports the well-established theories of contextual anchors
of privacy decisions [20], and extends the knowledge by
providing evidence about micro-details of context.

• We found that having certain categories of sensitive ob-
jects in the background dictates the privacy perception of
those in the foreground. Especially when the background
objects are unrelated to each other, the presence of other
background objects has a negligible impact on the users’
privacy perception of the foreground object due to the
dominance effect. While previous studies have discussed the
impact of similar salient features on privacy perception using
anecdotal examples, we provide empirical evidence for the
dominance effect.

• Certain combinations of semantically related sensitive ob-
jects in the background contribute to the perceived privacy of
those in the foreground. While such individual background
objects may still influence users’ privacy judgments to some
extent, their co-presence can trigger stronger concerns than
what each would cause in isolation. Prior research has inves-
tigated the inference risks that arise when related elements
from different datasets. However, a similar effect emerging
from a single data item (such as individual images) is less
explored to the best of our knowledge. In this direction, our
findings offer novel insights into co-presence effect and its
potential to trigger privacy concerns.

Our work contributes towards a comprehensive understand-

ing of visual privacy perception that can potentially be utilized
to develop personalized privacy preference options for sharing
visual content online. In particular, the insights from this
study can be leveraged for designing assistive technologies that
share the entire content while removing, blurring, or masking
privacy-sensitive objects, but still function effectively. Such
technologies can be integrated into various AI applications,
including privacy-sensitive visual aid devices, smart home
assistants, wearable cameras, augmented reality platforms,
surveillance systems, and live classroom environments.

II. RELATED WORK

A. Contextual Foundations of Visual Privacy

Many privacy theories argue that human perception of
privacy is both content- and context-dependent [21]. Rather
than treating privacy as a static property of information, these
theories highlight how people interpret its meaning, intent,
and appropriateness in the moment. For example, contex-
tual integrity theory argues that privacy is about whether
information flows align with the social norms of a given
context, such as who receives the information, what is being
shared and how it is shared [20]. Similarly, boundary regu-
lation [22] and privacy calculus [23], [24] treat privacy as a
negotiation outcome of interpersonal boundaries with others
and of perceived benefits of information disclosure. Empirical
HCI research supports these theoretical perspectives, showing
that users’ information sharing decisions depend heavily on
situational norms and social relationships. Prior work on
visual privacy has explored, e.g., how user dispositions (e.g.,
demographics, personal traits), the aesthetics of the content
(e.g., location, people), the intended audience, the presence
of bystanders, and the surrounding environment in which a
photo is taken can influence privacy perceptions [16], [17],
[19], [25], [26]. Collectively, these findings indicate that visual
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privacy judgments emerge from contextual signals and micro-
details of the content. Our work builds on these foundations
and empirical results by examining privacy perception under
controlled manipulation of micro-details and contextual con-
ditions. While prior work has focused mainly on whole image,
we investigate how object-level cues and their interactions
contribute to perceived privacy.

B. Visual Privacy Risks and Protection

A wide range of privacy risks associated with visual content
have been documented in the research literature. Such risks
emerge from the distinct and recognizable elements contained
in the image, often revealing more information than the sharer
intends. Prior work has shown that photos can expose biomet-
ric or demographic details, geolocation, social relationships
and status, or health and economic conditions [27], [28],
[29]. Individuals who did not voluntarily participate in image
creation (e.g., bystanders, passersby, or children) could also
be exposed when the image is shared without their knowledge
or consent [10], [11], [25], [30]. Privacy risks are further
amplified by sensitive attributes inferred at scale from image
content and metadata by modern data-harvesting systems [31].
These findings illustrate that privacy risks in images arise from
inferences that can be drawn from how visual and contextual
cues relate to each other within a scene.

To mitigate the risks mentioned above, prior work has ex-
plored privacy-enhancing technologies for visual content [32],
[33], [34]. Technical solutions include automatic detection and
obfuscation of sensitive details using blurring, redaction, and
facial de-identification [18], [35], [36], [37]. On the other hand,
user-centric solutions offer options to restrict the sharing of
visual content to a specific set of people or to delegate privacy
decisions to trusted assistants [13], [19], [30], [38]. However,
these solutions treat all sensitive elements as uniformly risky,
overlooking how the co-presence of multiple elements impacts
users’ privacy perception. The mismatch between existing
protection mechanisms and human perception emphasizes the
need for a deeper understanding of object-level interactions,
which is the focus of our work.

C. Visual Privacy Methodological Approaches

Research on visual privacy has traditionally relied on natural
images collected from social media, photo-sharing platforms,
or curated datasets. Prior studies have used such images in
user studies, where participants are asked to report, e.g., their
comfort level in sharing them with others, their intended
audience, the control mechanisms they use, and the reasoning
behind their decisions, which stem from participants’ privacy
preferences. Furthermore, many studies have leveraged photos
provided by participants to investigate which types of content
are considered sensitive. Researchers have also studied how
the visibility of certain objects affects privacy judgments by
obfuscating sensitive regions of the image before measuring
participants’ privacy perceptions [18], [39], [40]. Despite eco-
logical validity and high-level insights, the main limitation of
using natural images is the lack of control over modulating

specific visual aspects. As a result, it is difficult to observe
the role of individual foreground or background objects, their
co-presence and interactions, or changes in the surrounding
environment that shape perceived privacy. To overcome such
limitations, synthetic images produced by modern generative
models that offer the controlled manipulation of visual features
can be a helpful approach. Recent HCI research has explored
whether humans can differentiate between synthetic and real
faces [41], [42], [43], [44]. Neurophysiological studies also
demonstrate that synthetic images can approximate human per-
ceptual judgments in controlled settings and motivate the use
of synthetic stimuli in experimental research [45]. Building on
this direction, our study employs carefully designed prompts to
control the components of images during the image generation
process. We utilize these synthetically generated images as
stimuli in a user study aimed at investigating how object-level
features and contextual factors shape privacy perception.

III. METHODOLOGY

A. Preliminaries

In line with prior work [10], [25], [46], we define the key
concepts and their relationships as follows.
• Object denotes a bounded, semantically meaningful entity

that belongs to a specific category and can be distinguished
from other objects and the background. Visual objects (e.g.,
face, person, tree) are entities that can be recognized based
on their visual appearance such as shape, texture, color,
while textual objects (e.g., name, date) consist of symbolic
representations (characters, words, phrases).

• Privacy-sensitive object (PSO) refers to an object that
contains personally identifiable or sensitive information that
owners may feel uncomfortable sharing on public platforms.
A visual content generally consists of objects with different
levels of sensitivity, along with the background. Objects
may be identified as PSOs based on specific data protection
regulations or visual indicators such as the surrounding
context. As illustrated in Figure 1, the person in the center
of the image and the nearby bystanders are marked as PSO
(since they constitute personally identifiable information
under GDPR), whereas the sky and the floor belong to
the background. Other objects, such as trees or trash bins,
can also be elevated to PSO when the goal is to infer the
geographical location where the image was captured.

• Foreground PSO is the primary subject of interest and
is typically located in the center of the visual content. In
Figure 1, the person in the center is the foreground PSO
and the bystanders are the background PSO.

• Perceived privacy level (PPL) is the degree to which users
believe their personal information, activities, or beliefs are
protected from unwanted observation, access, or misuse.

• Comfortability level is the degree of ease and safety
experienced by an individual in a given setting. PPL and
comfortability level are conceptually aligned, but they are
inversely related: as the perceived privacy level increases,
the comfortability level decreases.
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Based on this terminology, we construct hypotheses as follows:
H1 : The perceived privacy level of a foreground PSO in-
creases when it is accompanied by a background PSO.
H2 : The surrounding visual scene affects the perceived
privacy level of the same PSOs present in the image.
H3 : The co-presence of multiple background PSOs further
elevates the perceived privacy level of a foreground PSO
compared to when only a single background PSO is present.

B. Study Design

1) Environment Selection: We considered two environ-
ments for the user study: a café and an office. They represent
distinct social and professional contexts, and are communal
spaces where photos may be taken. Privacy expectations are
usually lower in cafés due to the sense of privacy through
anonymity. In offices, clear roles and the handling of sensitive
or private information can make people uncomfortable with
taking and sharing photos on social networks.

2) Foreground and Background PSOs: To determine both
foreground and background PSOs, we examined the subset
of the VISPR dataset designed for image redaction (VISPR-
Redacted [46]) and the VizWiz-Priv dataset [47]. VISPR-
Redacted contains user uploaded, publicly available Flickr im-
ages and is curated for automatic detection of PSOs and redact-
ing them by masking. VISPR-Redacted contains 24 labels, all
marked as PSOs. VizWiz-Priv is a large-scale collection of
real-world images captured by blind photographers and ac-
companied by questions and crowd-sourced answers. VizWiz-
Priv includes 23 categories that annotators label as PSO. Our
analysis revealed that both datasets include several identical
labels, providing insights into PSOs that are commonly shared
with others and online. We chose the three most common
object categories from VizWiz-Priv as our foreground PSOs:
Face, Miscellaneous Paper and Computer/phone screen.
Each foreground PSO carry inherent sensitive information
while also offering potential information for users:
1) Face: Visual identification of a person. Sharing a face can

support social connection (sending it to friends), identity
verification (online applications), or professional represen-
tation (LinkedIn profile, news).

2) Miscellaneous Paper: Documents such as tickets, forms,
printouts, or receipts. These may contain private informa-
tion (e.g., names, addresses, birthdates, signatures), but
are often shared for practical purposes such as proof of
purchase, reimbursement, or customer support.

3) Computer/phone screen: Digital content displayed on
electronic devices. Screens may reveal sensitive infor-
mation (e.g., usernames, phone numbers, emails), but
screenshots are frequently shared for collaboration or trou-
bleshooting purposes.

For each foreground PSO, we identified five background
PSOs through an internal expert discussion on both datasets,
considering diversity in modality (visual vs. textual), poten-
tial sensitivity, and their frequency of being together with
foreground PSOs. Our set of foreground/background PSO
combinations is presented in Table I.

TABLE I: List of Foreground and Background PSOs.

Foreground PSO Background PSOs

Face Face (another, a.), Poster,
Medicine, Tattoo, Landmark

Miscellaneous Face (photo, p.), Full name,
Paper Address, Birth date, Signature

Computer/phone Face (reflection, r.), Date,
Screen E-mail, Username, Phone number

3) Image Generation: We deliberately avoided real im-
ages to prevent participants’ judgments from being influ-
enced by uncontrolled factors such as inconsistent lighting,
backgrounds, or photographic context. Instead, we relied on
synthesized images to keep visual conditions consistent across
variations, allowing participants to focus on the intended
differences between foreground and background PSOs.

We used OpenAI’s SORA text-to-image model 2 to generate
all images. For images containing only a foreground PSO, we
designed comprehensive prompts to produce realistic and con-
textually meaningful scenes. To maintain visual consistency,
we applied SORA’s Remix functionality: instead of regenerat-
ing an entire image, we selected specific regions and instructed
the model to add the required background PSO within that
context. This approach preserved lighting, perspective, and
composition under all conditions. The generated images did
not deviate significantly from each other, so the focus remains
on PSOs. We used a male subject for the office environment
and a female subject for the café. The gender assignments are
random and are designed solely to provide variation across the
environments. It does not convey or reinforce any potential
gendered association biases. Figure 2 shows examples from
both environments. The top row starts with the base café image
containing only the face foreground PSO, followed by versions
where medicine and then landmark are added as background
PSOs. The bottom row starts with the base office image,
followed by versions where the tattoo and then an additional
face (a.) are added as background PSOs. The prompts we used
for image generation are provided in Appendix A.

For each foreground PSO, we generated images for three
cases: (a) the foreground PSO alone (1 condition), (b) the
foreground PSO individually paired with each of its five
background PSOs (5 conditions), and (c) the foreground
PSO combined with every possible pair of background PSOs
(
(
5
2

)
= 10 conditions). This yields 1 + 5 + 10 = 16 image

conditions per foreground PSO. With three foreground PSOs,
this corresponds to 3×16 = 48 images per environment, which
means that in total 48×2 = 96 images were generated for the
two versions of the survey.

4) Branch Logic Design: Requiring participants to evaluate
48 images could lead to participant fatigue, reduced engage-
ment, and unreliable responses due to rushed decision making.
To mitigate this, we implemented branching logic that routed
participants into different survey flows, depending on how

2https://sora.chatgpt.com/
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(a) Café: Face only (base image) (b) Face + Medicine (c) Face + Medicine + Landmark

(d) Office: Face only (base image) (e) Face + Tattoo (f) Face + Tattoo + Face (a.)

Fig. 2: Illustrative examples of image generation in café (top) and office (bottom) environments. Each sequence progresses
from a face only foreground PSO to combinations with additional background PSOs.

they ranked their comfortability levels when images included
background PSOs. Instead of rating all possible combinations,
the participants began by ranking the five background PSOs
according to how strongly they affected the comfortability
level of the foreground PSO. Subsequently, only those combi-
nations involving the background PSO with the lowest effect
on the foreground PSO’s perceived privacy level (PPL) were
shown. As a result, participants rated 1 + 5 + 4 = 10 images
per foreground PSO and 30 images in total. Each participant
views identical 3 × (1 + 5) = 18 images from the same
environment, while the last 12 differ due to branching. This
approach also avoided redundant evaluation: If the PPL of
a foreground PSO is highest when paired with a certain
background PSO, then requesting participants to reassess it
alongside other background PSOs becomes redundant, since
the foreground PSO is already perceived as the most sensitive
across all pairings. Appendix B shows how the branch logic
is implemented when the environment is café, the foreground
PSO is face, and the landmark is chosen by the background
PSO with the lowest effect.

C. Study Practicalities

1) Survey Organization: The first page of the survey
contains the informed consent form, explaining the general
objective of the study, how the data will be collected and
processed, and compliance with GDPR. Proceeding the survey

requires the confirmation of all mandatory consent statements,
and an optional checkbox allows entry into a lottery for a
movie ticket. Once consent is obtained, participants respond
to demographic questions and questions about their social
media habits and privacy awareness. The privacy awareness
questions included four brief items to understand individual
privacy preferences in general. Following the approach of
Hoyle et al. [19], we opted for a short scale with minimal
burden on respondents rather than a full psychometric scale
such as the IUPUC [48]. Following this, participants complete
three sections, each focusing on a different foreground PSO.
In total, the survey contains 50 mandatory questions, except
for the optional open-text fields. We should note that we
do not evaluate whether individuals with stronger privacy
preferences are more likely to perceive PSOs as private (i.e.,
less comfortable sharing them online). Our focus is on the
effect of context rather than individual privacy awareness.
Previous work [19] has shown that higher privacy awareness is
often associated with perceiving visual content, and attributes
shape information sharing behaviors [49]. Nevertheless, we
acknowledge that the reported comfortability levels may vary
depending on the privacy awareness of the participants. Indi-
viduals with stronger privacy concerns might rate PSOs as less
comfortable to share, while those with lower awareness may
perceive the same objects as less sensitive.

In our user study, each section begins with an image that
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displays a single foreground PSO, and participants are asked
about their comfortability level of sharing this object. The
initial question is necessary to obtain a baseline perceived
privacy level (PPL). The participants then view a row of
images showing the same foreground PSO that is paired with
a single background PSO different for each image, and are
asked for the comfortability level for the same foreground
PSO. They also rank the effect of background PSO on the
degree of change and are asked about the rationale behind
their ranking choice (optional open-text answer). The branch
logic design is utilized according to their ranking. In the
final stage, participants view a row of images including the
same foreground PSOs, the background PSO ranked with
the lowest decrease in their comfortability level (lowest PPL
effect) paired with the remaining background PSOs. The final
stage also includes an optional question asking to describe
whether and in what way the lowest-ranked background PSOs
influenced the comfortability level of the foreground PSO
when combined with other background PSOs.

All ratings used a 5-point Likert scale, where 1 indicated
“not comfortable at all” and 5 “very comfortable”. We asked
for comfortability level instead of PPL since it is easier for
participants to interpret while still naturally capturing the
perceived privacy. Table IX in Appendix C shows the inverse
mapping between the comfortability level and PPL. The com-
plete survey questionnaire is provided in the Appendix B.

2) Survey Deployment: Based on a careful review of the
data storage policies, customizability, and control logic of-
fered by different survey platforms, we selected Streamlit3 to
implement the survey from scratch. We deployed the survey
online and provided participants with a shared link to access
it. Streamlit stores responses locally during completion and
sends them to a designated email address upon submission. We
downloaded these responses to a local machine for analysis.

3) Participant Recruitment and Demographics: Participants
were recruited using a chain-referral (snowball) sampling
approach. We initially distributed the survey link through
our personal contacts and social media channels, reaching 73
individuals, and encouraged them to share it further within
their own networks. In total, 109 participants completed the
survey, with 61 assigned to the café version and 48 to the office
version. After excluding responses that showed inconsistencies
between ratings and rankings, 92 valid responses remained (51
café and 41 office). Participants were compensated with movie
tickets through voluntary participation in a raffle.

Table X shows the demographic distribution of the partic-
ipants. The participants were balanced in sex (51% female,
47% male) and predominantly White/Caucasian (63%) or
Asian (22%). Most of the participants’ age was in the range
25− 34 (35%) or 45− 54 (32%), with smaller groups in the
ranges 18−24 (20%), 35−44 (10%) and 55+ (4%). Regarding
education, the majority had a bachelor’s degree (35%) or a
master’s degree (32%), while a quarter (26%) had a doctorate.
More than half of the participants were employed full-time

3https://streamlit.io/

(57%), and students made up 30%. Social media usage varied:
37% reported sometimes, 36% rarely, and only 2% daily usage.

D. Analysis overview

1) Quantitative Analysis: To evaluate H1, we used the
non-parametric Wilcoxon signed-rank test, since our design
compares paired measurements of the same foreground PSO
with and without background PSO (repeated measure with
post intervention). The null hypothesis H1 is “There is no
difference between the perceived privacy level of a foreground
PSO when it appears alone versus when accompanied by a
background PSO”. To test H2, we compared the comforta-
bility scores between different environments using the non-
parametric Mann-Whitney U test, since each participant rates
the same foreground PSO only in one of the environments
(café vs. office as independent variable). The null hypothesis
for H2 is “The distributions of perceived privacy levels are
the same for café and office”. For H3, we did not perform
statistical testing, as the subset of participants who answered
each combination question varied by individual rankings, mak-
ing group-level inference unreliable (less number of repeated
measures). Instead, we report the mean change in comfortabil-
ity level and the proportion of participants who changed their
comfortability level when two background PSOs were present.
In addition to these tests, we used the Mann-Whitney U test
(with single categories) to understand whether demographics
influence perceived privacy levels. To test factors with more
than two categories, including age group, profession, and
educational level, we used the Kruskal–Wallis H test.

2) Qualitative Analysis: We conducted a qualitative anal-
ysis of the open-text responses from the survey questionnaire
using inductive, in-vivo coding followed by thematic clustering
to group related codes into higher-order themes [50], [51].
First, the author with an HCI background performed an
independent review of the responses to get acquainted with the
data using memoing and to generate the initial list of codes.
Then, the author iteratively reviewed the initial codes along
with the memos to deduce themes that could represent users’
cognition or behaviour while dealing with visual privacy. This
process was repeated until saturation was reached, with no
further codes and themes or sub-themes emerging. Finally,
the author drafted a codebook along with the definitions,
inclusion, and exclusion criteria. The codebook was then
reviewed to refine the wording of codes, their definitions, and
thematic categories. The final codebook was reviewed once
again to ensure that it resonated with the research questions
and represented the survey data. Two authors then used the
codebook to code all individual responses independently. Since
the participants provided their responses as a summary of their
cognitive walkthrough during our study, it is possible to tag
the responses with multiple codes. Due to this overlap, the
coders were allowed to use up to three codes per response. To
assess reliability at the theme level, we collapsed the codes
into their respective themes. We quantified agreement among
coders using Krippendorff’s alpha as the inter-rating reliability
(IRR) measure due to its suitability [52]. We found the IRR to
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TABLE II: Responses to privacy awareness questions (%) and mean value of the Likert scale. (SD = Strongly Disagree (1),
SWD = Somewhat Disagree (2), N = Neutral (3), SWA = Somewhat Agree (4), SA = Strongly Agree (5)).

Question SD SWD N SWA SA Mean

Q1: I am concerned about my privacy online 1% 1% 8% 30% 60% 4.47
Q2: I am concerned about my privacy in everyday life 2% 7% 14% 32% 46% 4.12
Q3: It bothers me to give personal information to so many online companies 1% 1% 4% 30% 64% 4.52
Q4: When I share a photo in social media, I check whether the picture contains personal information
about me

8% 10% 8% 24% 50% 4.00

be 0.891, which indicates that coders consistently identified the
same overarching themes and a strong agreement at the theme
level, supporting the reliability of our thematic analysis.

E. Study Ethics

This study was conducted in accordance with regional pri-
vacy compliance and well-established best practice guidelines
for user studies [53], [54], [55]. Before the actual survey
began, the participants were presented with information about
the use of study results and the participation reward terms. The
participation was voluntary, and we sought explicit consent
from each participant who attempted the survey. The consent
and privacy policy included in our study was drafted and
provided by the data privacy regulation unit of our institution.
A high-level privacy impact assessment was also conducted
to review the study methodology and data to be collected
to ensure ethical treatment of sensitive data. We ensured
that personally identifiable information was solely used for
contacting the participants and excluded from the analysis. We
used an open-source, GDPR-compliant tool to build and host
our study. All data is stored on EU-based servers under our
control and handled in accordance with strict data protection
and deletion practices. The images used in our study are purely
illustrative and do not depict real human subjects.

IV. RESULTS

Before analyzing the results, the responses that showed
clear inconsistencies between the rankings and ratings were
excluded from the dataset. Inconsistency refers to instances
where a participant’s assessment of the comfortability level
concerning a foreground PSO, when there is a single back-
ground PSO, conflicts with the subsequent ranking question.
This method also allowed us to filter out inattentive partici-
pants, thereby improving the quality of the remaining data.

A. Effect of Users’ Privacy Attitudes

Table II presents the participants’ responses to questions
concerning privacy awareness. Concern about online privacy
(Q1, 90% agreed) and discomfort with the disclosure of
personal information to online companies (Q3, 94% agreed)
received the highest ratings. Concern about privacy in daily
life (Q2, 78% agreed) was also significant but slightly lower
overall. From the responses, we inferred that the majority
of the participants expressed their concerns about their pri-
vacy online, in everyday life, and with the companies. The
responses to (Q4) show that the participants’ ratings of how
often they check personal information before sharing a photo

on social media were lower than their ratings of concern for
privacy online. This indicates that while most participants
express concern about online privacy, this concern does not
consistently translate into proactive behaviors, including look-
ing for personal information before sharing it on social media,
highlighting a gap between privacy attitudes and practices.

B. Effect of Background PSOs (H1)

To examine H1, we quantitatively compared comfortability
levels and averaged them using both environments. Figure 3
illustrates how the presence of background PSO influences
the comfortability level (the perceived privacy level, PPL) of
each foreground PSO. In each figure, the first bar indicates
the baseline comfortability level when the image contains only
the foreground PSO, while the subsequent bars represent its
combination with different background PSOs. For Face, the
strongest reduction occurs with medicine (mean = 1.65; –1.48
from the baseline of 3.13), followed by face (a.) (2.61; –0.52).
In contrast, tattoo (2.99) and landmark (2.96) produce minor
decreases. For Miscellaneous Paper, full name shows the
smallest drop (2.12; −0.28), whereas address (1.39) and signa-
ture (1.38) yield the largest decreases. For Computer/phone
Screen, identifiers such as email (1.62), username (1.43), and
phone number (1.48) lead to strong reductions, face (r.) causes
a moderate decrease (2.21). Interestingly date stands out as the
only case associated with an increase. A possible reason for
this might be the averaging of rankings from both settings,
which influences the participants’ judgements. Overall, the
addition of background PSOs mostly elevates the PPL of
the foreground PSO, with certain categories (e.g., medicine
for Face, signature for Miscellaneous Paper, username for
Computer/phone Screen) exerting the most pronounced effects.

Figure 3 shows only mean values and does not cap-
ture the underlying distributions. To systematically examine
whether observed differences were consistent, we compared
the comfortability levels of each foreground PSO alone with
their corresponding foreground/background PSO pair using the
Wilcoxon signed-rank test. Table III shows that the presence
of background PSOs often reduced the comfortability level,
indicating an increase in perceived privacy level (PPL). For
Face, the addition of face (a.) significantly increased PPL
in the office but not in the café, suggesting that the effect
of background PSO matters more in professional contexts.
Medicine strongly increased PPL in both environments, while
tattoo and landmark had no significant effect. For Miscella-
neous Paper, address, birth date, and signature consistently
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(a) Face (b) Miscellaneous Paper (c) Computer/phone Screen

Fig. 3: Average comfortability level ratings for foreground PSOs and the effect of a single background PSO.

TABLE III: Wilcoxon signed-rank test results: Change in comfortability level (∆ mean) when adding a background PSO.
Significant p-values (< 0.05) are highlighted in bold and blue.

Foreground PSO Background PSO Café (∆, p) Office (∆, p) Significance

Face

Face (a.) -0.37 (0.0576) -0.71 (0.0003) Only Office
Poster -0.55 (0.0345) -0.22 (0.2193) Only Café

Medicine -1.78 (0.0000) -1.10 (0.0000) Both
Tattoo -0.22 (0.4359) -0.05 (0.6917) None

Landmark -0.16 (0.4115) -0.20 (0.1895) None

Miscellaneous Paper

Face (p.) -0.33 (0.0815) -0.59 (0.0049) Only Office
Full Name -0.25 (0.1256) -0.32 (0.0920) None

Address -1.22 (0.0000) -0.76 (0.0006) Both
Birth Date -0.57 (0.0039) -0.73 (0.0012) Both
Signature -1.16 (0.0000) -0.85 (0.0001) Both

Computer/phone Screen

Face (r.) -0.47 (0.0165) -0.80 (0.0001) Both
Date +0.25 (0.0849) +0.02 (0.7181) None

E-mail -1.37 (0.0000) -1.00 (0.0005) Both
Username -1.57 (0.0000) -1.17 (0.0000) Both

Phone Number -1.59 (0.0000) -1.05 (0.0001) Both

raised PPL across both environments. Face (p) increased PPL
only in office, while full name had no significant effect.
For Computer/phone Screen, nearly all background PSOs
increased PPL, except date, which has no effect.

Our analysis shows that not all background PSOs
equally affect perceived privacy. Highly sensitive cues (e.g.,
medicine, addresses, signatures, digital identifiers on screens)
consistently amplify the PPL of foreground PSOs, while more
ambiguous cues (e.g., tattoos, landmarks, dates) are often
ignored. This pattern reflects the behavior of everyday social
networks, where users avoid sharing sensitive explicit informa-
tion such as medicine or ID cards, but tend to underestimate
the risks posed by ambigious cues that can be exploited in
inference attacks such as social engineering or identity linking.

C. Effect of Environment (H2)

To evaluate H2, we first compared the average comforta-
bility levels between environments. The comfortability level
was consistently lower in office settings than in café, with
the strongest drop observed for Face as a foreground PSO
(Face: −0.67; Miscellaneous Paper: −0.37; Computer/phone
Screen: −0.31). To systematically assess these differences, we
applied the Mann–Whitney U test. As shown in Table IV,
participants reported significantly lower comfortability (i.e.,

higher perceived privacy level, PPL) in office settings across
multiple foreground/background PSO pairs. The effect was
especially pronounced for pairs that involve the face as a
single foreground PSO (p=0.0062), face/face(a.) (p<0.001),
face/tattoo (p = 0.0261), and face/landmark (p = 0.0032);
where office settings consistently amplified PPL. In contrast,
paper-based PSOs (e.g., birthdate, face(p.)) yielded lower over-
all comfortability levels but smaller differences between envi-
ronments. The violin plots presented in Figure 8 (Appendix C)
strengthen the analysis of H2 by visually illustrating the
underlying distributional patterns. Across all eight statistically
significant pairings, participants consistently reported lower
comfortability level in the office setting compared to the café,
reaffirming the context sensitivity of perceived privacy. Fig-
ure 8 also highlights changes in distribution spread, indicating
a greater consensus on discomfort in office environments.

These results suggest that not all PPLs of PSOs are equally
shaped by the environmental context. Highly identifiable cues,
such as faces, are perceived particularly private in professional
settings, where co-presence may further amplify privacy con-
cerns. In contrast, more document-like PSOs show consistently
low comfortability regardless of the environment. The violin
plots in Figure 8 add nuance to this interpretation by revealing
how comfortability levels are lower in average in office set-
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TABLE IV: Mann-Whitney U test results comparing comfortability levels between café and office environments. Positive
∆Mean values indicate a higher average comfortability in the café, while negative values indicate a higher comfortability in
the office. Significant p-values are highlighted in bold and blue.

Face Miscellaneous Paper Computer/phone Screen
Background PSO ∆Mean p-value

None +0.81 0.0062
Face (a.) +1.14 0.0000
Poster +0.48 0.0518
Medicine +0.12 0.4519
Tattoo +0.64 0.0261
Landmark +0.85 0.0032

Background PSO ∆Mean p-value

None +0.42 0.1193
Face (p.) +0.67 0.0152
Full Name +0.48 0.1549
Address -0.04 0.9488
Birth Date +0.58 0.0043
Signature +0.11 0.2426

Background PSO ∆Mean p-value

None +0.43 0.0722
Face (r.) +0.77 0.0098
Date +0.66 0.0057
Email +0.06 0.7789
Username +0.04 0.7930
Phone -0.11 0.4312

TABLE V: Background PSOs rated as having the least effect on comfortability level for each foreground PSO. Values indicate
counts with percentages for café (n = 51) and office (n = 41). For each environment and foreground PSO, the background
PSO most frequently selected is highlighted in bold and blue.

Face Café / Office Miscellaneous Paper Café / Office Computer/p. Screen Café / Office

Face (a.) 13 (26%) / 8 (20%) Face (p.) 15 (29%) / 6 (15%) Face (r.) 13 (26%) / 4 (10%)
Poster 9 (18%) / 10 (24%) Full Name 12 (24%) / 19 (46%) Date 36 (71%) / 32 (78%)
Medicine – (–%) / 2 (5%) Address 4 (8%) / 2 (5%) E-mail – (–%) / 1 (2%)
Tattoo 11 (22%) / 10 (24%) Birth Date 16 (31%) / 6 (15%) Username 2 (4%) / 2 (5%)
Landmark 18 (35%) / 11 (27%) Signature 4 (8%) / 8 (20%) Phone Number – (–%) / 2 (5%)

(a) Face (b) Miscellaneous Paper (c) Computer/phone Screen

Fig. 4: Average comfortability level ratings for each foreground PSO, showing the baseline, the effect of the two background
PSO most often rated as having the lowest effect when alone (see Table V), and the effect of co-presence with both background
PSOs present in the image (both).

tings, and more tightly distributed, indicating stronger agree-
ment among participants. In conclusion, the context amplifies
perceived privacy levels, and sensitivity is affected not only
by single objects but also by their combinations and settings.
This strengthens the claim that privacy-aware systems must
move beyond binary recognition to incorporate compositional
object definitions and contextual awareness.

D. Effect of Co-Presence (H3)

We evaluated H3 by testing whether the co-presence of
background PSOs further increases the perceived privacy level
(PPL) of a foreground PSO compared to the presence of a
single background PSO. To avoid survey fatigue by rating
all possible combinations, we adopted a branching procedure:
each participant first identified the background PSO that had
the lowest effect on a given foreground PSO, and this “least
effective” background PSO was paired with each remaining

background PSO for the same foreground PSO. Table V
reports how often each background PSO was assessed as the
least effective, determining the combinations evaluated. The
resulting selection imbalance made formal statistical testing
approaches inappropriate. Therefore, we report two comple-
mentary quantitative measures: (1) the mean change in the
comfortability level when a second background PSO is added
to the image and (2) the proportion of participants whose
comfortability level decreased after this addition.

Figure 4 illustrates the magnitude of mean changes when
two least effective background PSOs (extracted from Table V)
are present in the image, labeled “both”. Table VI reports the
proportion of participants who decreased their comfortability
level when they observed two background PSOs. Both results
converged to the same pattern: a small subset of PSO pairs
consistently decreased the comfortability level (amplified per-
ceived privacy level) beyond their single-object effects. For
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TABLE VI: Co-presence effects of background/background PSO pairs on perceived privacy levels for the foreground PSO
(Face, Miscellaneous Paper, Computer/phone Screen). n denotes the number of participants who rated the comfortability levels
for a given pair. The % Decrease column shows the proportion of these participants who rated a lower comfortability level than
images where each background PSO is shown separately, highlighting cases where co-presence amplifies privacy concerns.

Face Miscellaneous Paper Computer/phone Screen
Pair n % Decrease

poster/tattoo 40 37.5
landmark/tattoo 50 28.0
face (a.)/poster 40 22.5
landmark/poster 48 20.8
face (a.)/landmark 50 20.0
landmark/medicine 31 19.4
medicine/poster 21 19.0
medicine/tattoo 23 17.4
face (a.)/tattoo 42 16.7
face (a.)/medicine 23 13.0

Pair n % Decrease

full name/face (p.) 52 17.3
birthdate/face (p.) 43 16.3
address/full name 37 13.5
birthdate/full name 53 13.2
birthdate/signature 34 11.8
full name/signature 43 11.6
address/birthdate 28 10.7
photo/signature 33 9.1
address/face (p.) 27 7.4
address/signature 18 5.6

Pair n % Decrease

e-mail/username 5 60.0
phone number/username 6 33.3
face/username 21 23.8
date/e.mail 69 18.8
face/phone number 19 15.8
date/face (r.) 85 14.1
e-mail/face (r.) 18 11.1
date/phone number 70 8.6
date/username 72 2.8
e-mail/phone number 3 0.0

TABLE VII: Dominance effects of background PSOs on foreground PSOs (Face, Miscellaneous Paper, Computer/phone Screen)
during co-presence with other background PSOs. Columns: Background PSO = background privacy sensitive object co-present
with other background PSOs; N = number of co-presence ratings; D = number of dominance cases; %D = proportion of
dominance cases (D/N).

Face Miscellaneous Paper Computer/phone Screen
Background PSO N D %D

Medicine 98 64 65.3
Poster 149 40 26.8
Face (a.) 155 38 24.5
Landmark 179 39 21.8
Tattoo 155 27 17.4

Background PSO N D %D

Address 110 36 32.7
Signature 128 41 32.0
Face (p.) 155 25 16.1
Birth Date 158 24 15.2
Full Name 185 20 10.8

Background PSO N D %D

Username 104 61 58.7
Phone number 98 52 53.1
E-mail 95 45 47.4
Face (r.) 143 35 24.5
Date 296 17 5.7

example, the co-presence of landmark/tattoo produced a con-
siderable average drop in comfortability level (0.66) and the
co-presence reduced the willingness to share the foreground
PSO for many participants. Pairs such as poster/tattoo and
landmark/tattoo repeatedly ranked among the most impactful,
with other notable combinations including e-mail/username
and phone number/username on the foreground PSO Com-
puter/phone Screen. Most of the other co-presences exhibited
only minor effects.

To further investigate co-presence, we examined whether
particular background PSOs exhibit a dominance effect. A
dominance effect arises when multiple background PSOs are
presented simultaneously, but the participant’s reported com-
fort level aligned almost exclusively with the more influential
one. Table VII presents a summary of these findings. For
the Face foreground PSO, medicine dominated almost two-
thirds of the cases (65.3%), indicating that the participants
largely ignored the other background PSO where medicine
was present. Similarly, for Miscellaneous Paper, address
(32.7%) and signature (32.0%) often dominated the influence
of other background PSOs. For Computer/phone Screen,
identifiers such as username (58.7%), phone number (53.1%)
and e-mail (47.4%) showed strong dominance, while date
(5.7%) rarely dominated other background PSOs. Importantly,
lower N values in Table VII indicate that more participants
initially considered these PSOs to be relatively more effective
on their own, making their strong dominance effects even

more notable. For example, medicine was often chosen as
the most effective background PSO when in isolation and
overwhelmingly dominated the participant’s judgment when
paired with others.

Our findings show that some PSOs act as primary drivers
of perceived privacy risk, overshadowing other co-present
cues. This suggests that privacy-aware systems should priori-
tize flagging dominant cues since these alone often drive users’
judgments rather than treating every cue equally, which is less
critical for achieving better usability.

Demographic Effects: We also examined whether demo-
graphic factors influenced privacy perceptions. Significant
effects are summarized in Table XI in Appendix C. In
general, gender effects were the most present, with female
participants reporting higher comfortability levels, while other
demographic factors showed more isolated differences. Our
results suggest that privacy-aware systems may benefit from
considering demographic variability, particularly when tailor-
ing defaults for awareness mechanisms.

E. Qualitative Insights

Qualitative thematic analysis (refer to Section III-D2) of
responses to open-ended survey questions yielded ten codes
spanning across three discrete themes. The refined codebook
is shown in Table VIII. Our results indicate that participants
have a latent cognitive model when self-evaluating the privacy
of visual content that comprises multiple sensitive elements.
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TABLE VIII: Thematic analysis results.

Theme Code Definition

Perceived
Privacy
Norms

Social (media)
norms

Participants feel safer sharing when
attention is distributed or others are
present.

Need for con-
sent

Participants seek permission before
posting others to respect privacy and
consent.

Tolerance for
incremental
exposure

Disclosure risk is perceived as low
when similar information is already
public, reducing reluctance to incre-
mentally share more.

Inference &
Linkability

Contamination
risks

Concerns about being associated with
unrelated or unwanted ideological af-
filiations that could create false repu-
tation.

Spatio-
temporal
pinpointing

Concerns about the combination of lo-
cation and time information from vi-
sual content.

Temporal
unlinkability

Concerns about time-based linkage or
exposure.

Aggregation
risks

Risk multiplies when multiple identi-
fiers combine, enabling identity theft or
profiling even if each item alone seems
safe.

Irreversible
Harms

Uniqueness Concerns about unique features affect-
ing personal privacy.

Stigmas

Certain sensitive information is per-
ceived as categorically too risky, as
their exposure leads to stigma, discrim-
ination, or fraud.

Threat actors Concerns about potential adversaries
and their capabilities.

In particular, the identified themes depict a layered model with
heuristics, deeper reasoning, and consequence weighing as
follows: First, the participants have mental shortcuts and norms
(such as “Everyone does it this way; So, it is fine!”) as comfort
heuristics. If such heuristics raise a red flag, they dig deeper
into inference (e.g., “What if someone figures out more?”) and
potential consequences (e.g., “Would that be dangerous?”).

Perceived Privacy Norms: (See quotes Q1 & Q2) This theme
explores the comfort heuristics inferred by participants based
on their interpretation of social expectations, consent norms,
and perceived acceptability while sharing photos online.

Q1: ........... if there’s someone else in the photo I might feel
more comfortable sharing rather than being just me. ...........

This theme’s codes included instances where the partic-
ipants mentioned the co-presence of other individuals and
situations requiring mutual consent for the photo to be shared
online. The codes also covered scenarios where the public
availability of sensitive information reduced privacy concerns
for revealing additional data. We excluded quotes related to
non-human objects.

Q2: .......... I usually post other humans when it is some social
event, like a party or celebration, so by default everyone is
aware pictures are taken and they usually say if they don’t
like them so they don’t want them posted ...........

Inference and Linkability: (See quotes Q3 & Q4) This theme
captures a deeper reasoning by a user about how information
in an image can reveal hidden attributes or be linked across
datasets to identify, profile, or de-anonymize themselves or
others present in the shared image.

Q3:..... Poster can contain certain propaganda that I do not
affiliate myself with, so I wouldn’t want it showing up. ......

The underlying codes of this theme capture scenarios of
risks related to being associated with unrelated topics or the
combination of multiple Personally Identifiable Information
(PII) in the photo that reveal more than intended. Furthermore,
they also included concerns about the disclosure of real-
time locations directly through the cues in the shared photo
or indirectly through the metadata. Some codes also reflect
ad-hoc strategies employed by participants to mitigate the
aforementioned risks.

Q4:.......... A combination of my (full) name plus all the other
would be considered an information breach for me and I
would not feel comfortable of people that I am not close with
(as is the case in social media) knowing all this stuff about
me plus it would create a high risk ...........

Irreversible Harms: (See quote Q5) This theme captures
specific visual objects whose disclosure can cause long-lasting
harms that cannot be easily remediated. The codes reflect in-
stances where the participant expresses concerns about privacy
risks associated with disclosure of, for example, distinctive
physical attributes (e.g., tattoos or birthmarks) or health con-
ditions. The codes also covered responses that mention well-
known cyber-threat actors and the permanent consequences
they could cause. General privacy concerns and non-sensitive
information leaks were excluded from this theme.

Q5:..... Address is also very personal, especially to females,
due to possibilities of stalkers, kidnappers, or robbers. Birth-
date can be used for some type of fraud as well, given that in
many countries the personal code contains birthday date......

In summary, the results of the qualitative analysis emphasize
various aspects of user mental models for visual privacy self-
evaluation. The Perceived Privacy Norms theme reflects ad-
hoc strategies for managing comfort. Inference and Linkability
captures the risk assessment. The Irreversibility Harms theme
reflects on the potential dangers if the risk is actualized.

V. DISCUSSION

One of our key observations is that users’ privacy percep-
tions do not always translate into privacy behavior or user
actions. For example, the results from the privacy awareness
questions (Table II) show that the participants expressed
general concern about online privacy, but not all examined
the photos for personal information before sharing. Qualitative
data from the survey also displays several instances of privacy
awareness among participants, which appears to have been
formed through public news media debates around privacy
concerns and mandatory training at the workplace and edu-
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cational institutions. Despite the awareness, users often fail to
assess the privacy risks or control their behavior while sharing
visual content on online platforms [56], [57], [58]. The lack
of proactive practices highlights that current systems fail to
bridge the gap between users’ mental models and actions.

The complexity of privacy–utility tradeoffs further con-
tributes to this gap. Usually, foreground PSOs carry inherent
sensitivity. However, people may choose to share them be-
cause of the tangible benefits they provide, such as identity
verification, professional collaboration, or social connection.
Our results show that the perceived privacy risks associated
with these PSOs are not fixed but dynamically reshaped
by the presence of background PSOs. For example, a selfie
becomes more sensitive when medicine is visible, a document
becomes more risky to share when a signature is present, and a
screenshot becomes problematic when the username or phone
number is exposed. Such contextual amplification indicates
that privacy–utility tradeoffs, especially in the case of visual
contents, are a rather complicated process beyond a simple bi-
nary choice. The complexity in privacy decision-making arises
from users’ attempts to weigh multiple contextual factors and
engage in multidimensional self-negotiation for the tradeoffs.

These observations emphasize the need for novel techni-
cal interventions and research opportunities to explore the
notion of context-aware privacy. In this realm, the hypoth-
esis evaluation and results from our study provide insight
into the design principles and required characteristics of a
context-aware privacy system. From a system design point
of view, such a system should avoid uniform treatment of
visual elements and adapt privacy sensitivity based on con-
textual cues. Also, the design should consider two broad
categories of contextual cues: (i) subtle, latent cues (e.g.,
religious symbols or political affiliations) that are hard to
detect, and (ii) categorically sensitive elements (e.g., medicine)
that have a dominance effect by overriding other cues and
disproportionately influencing user perceptions, as users often
base their privacy judgments on such cues instead of the
full context. Moreover, we observed that the co-presence of
certain visual elements can lead to even higher perceived
privacy risks. Thus, we argue that privacy-aware system design
benefits from integrating object-level detection with contextual
inference that accounts for the dominance and co-presence of
visual elements. Our recent work follows up on this idea by
demonstrating its feasibility through an ML-assisted access
control system for visual data [59].

From an HCI design perspective, privacy-aware systems
should provide automated assistance and fine-grained control
to users. The assistance can be provided in the form of nudges,
via visual highlighting and prompts, that guide users towards
low-burden, privacy-oriented actions. Alternatively, assistance
can also be provided through the automatic detection of highly
sensitive objects or contextual cues in the background that
could amplify the perception of privacy. Automatic assistance
should also suggest appropriate privacy controls, allowing
users to selectively obfuscate specific sensitive objects of the
image while retaining the utility of the image and preserving

privacy in its redacted form. Within this context, we argue
that a human-centered design approach can assist users in
translating their privacy perceptions into concrete actions,
reducing cognitive load and improving decision-making.

Existing online social media and instant communication
platforms, which deal with user-generated visual content,
largely lack user assistance and nuanced controls for privacy.
The privacy settings for the user accounts offered by some
of these platforms fail to address the risks highlighted in
our work. The results and discussions of our work can pro-
vide actionable insights to integrate visual privacy protection
components. These insights can also guide usable system
design themes of research works and development of future
technologies that deliver personalized privacy protection.

A. Limitations and Future Work

This subsection discusses the limitations of our work in
terms of methodological trade-offs and factors affecting gen-
eralizability, which may constrain the external validity of our
results, as well as outline future research directions.

Most of the participants in our study identify themselves
as White/Caucasian, highly educated, younger and mid-career
adults. This skewed demographic sample may limit the gen-
eralizability of our results regarding cultural and personal
background diversity, as such factors shape users’ privacy
awareness and perceptions. Likewise, although we used a
representative set of privacy-sensitive objects, this finite set
may not capture the full diversity or combinations of objects
encountered in the wild, and our findings may apply to real-
world scenarios only to a certain extent. Future work should
include more diverse participants and broaden the scope of
objects to capture the complexity of everyday contexts better.

Methodologically, we relied mainly on synthetically gener-
ated images to eliminate possible external effects on perceived
privacy. While generative AI is useful in HCI research and we
instructed participants to imagine themselves as the subject
or photographer, artificial images may not evoke the same
cognitive responses as real ones. On the other hand, we
studied privacy perception with at most two objects, whereas
real-world visual content contains higher-order combinations;
examining these could yield more detailed observations about
co-presence and dominance effects. Furthermore, conditional
branching reduced survey fatigue but resulted in too few
responses in some branches, limiting statistical comparisons.
Future work may complement synthetic stimuli with ethically
curated real-world images and increase the sample size, en-
suring sufficient coverage across all branches.

VI. CONCLUSION

This paper advances the study of visual privacy by moving
beyond a whole-image approach to a fine-grained, object-level
perspective. Using a mixed-methods study with 92 partici-
pants, we uncovered how specific objects, their co-presence,
and contextual cues shape people’s privacy perceptions. Our
results highlight the hidden dynamics that guide privacy
judgments and demonstrate that small contextual details can
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substantially influence perceived privacy concerns. We reem-
phasize the importance of human-centric design approaches
that can help simplify the cognitive and technical complexity
of visual privacy. Towards this end, we believe that our work
lays the groundwork for developing adaptive, context-aware
systems by providing empirical and practical insights.
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APPENDIX

A. Prompts Used for Image Generation
The text prompts used to generate the example images

shown in Figure 2. For each environment, the first image was
generated from a base prompt, while subsequent variations
were produced using SORA’s remix functionality.
• Figure 2a (Base image for café, face foreground only): “A

realistic indoor café scene in the late morning, softly illu-
minated by natural daylight streaming through large street-
facing windows. A woman in her late 20s is seated alone at
a small round table near the window, angled slightly toward
the light. She has shoulder-length dark auburn hair, loosely
tied back, and wears a cream-colored short-sleeve knit top
and dark jeans. Her forearms rest naturally on the table,
making them clearly visible in the frame. Her skin is light
olive-toned, and she has a calm, neutral expression as she
gazes out the window with a subtle half-smile, unaware of
the camera. On the table are a few personal items: a half-
full ceramic mug, a closed leather-bound notebook, and a
smartphone lying screen-down. The table itself is a worn,
wooden surface with a bit of character—subtle scratches
and warm tones. She sits on a simple wooden chair with
a low back, and there’s a canvas tote bag hanging off
the side. In the softly blurred background, the café reveals
other details: a brick accent wall, a large chalkboard menu
partially visible above the counter, and some framed posters
and event flyers loosely pinned to a corkboard near the
entrance. There are a few other patrons seated further
back—some chatting, some working on laptops—but none
are clearly distinguishable. The camera angle is natural
and intimate, positioned at eye level and slightly off-center,
capturing the woman from the front-left in a three-quarter
view. Her arms are fully visible on the tabletop. The lighting
is warm, realistic, and casts soft, diffused shadows across
the scene. The photograph feels candid and everyday—an
ordinary moment caught in passing, creating a grounded
and relatable atmosphere.”

• Figure 2b (Face + medicine): On the table there is medicine.
• Figure 2c (Face + medicine + landmark): On the wall in the

back, the café name is written: “Elm Street Café.”
• Figure 2d (Base image for office, face foreground only):

“A photorealistic indoor office scene set in a mid-size,
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modern corporate workspace during a weekday morning.
The environment is structured and clean, with carpeted
floors, partitioned desks, and frosted glass panels along
the corridor wall. Overhead lighting casts a neutral white
tone across the space, supplemented by soft daylight from
windows with mesh roller blinds half-drawn. In the fore-
ground, a man in his early 30s is seated alone at an L-
shaped desk inside a semi-open cubicle. He has short dark
brown hair, light stubble, and wears a dark gray button-
up shirt with a lanyard ID badge around his neck. His
posture is engaged but relaxed, and he’s focused on his dual-
monitor workstation — one screen shows a spreadsheet, the
other a messaging app. His desk has typical office clutter:
a keyboard, notepad with scribbled notes, ceramic coffee
mug, a phone dock, and a small branded desk calendar.
A jacket is draped over the back of his ergonomic chair,
and there’s a cable tray visible beneath the desk. The
background includes blurred silhouettes of other cubicles,
vertical storage cabinets, and a meeting room with glass
doors partially open. The tone is realistic and corporate —
capturing a candid moment of one employee at work, with
the environment grounded in everyday office detail.”

• Figure 2e (Face + tattoo): Add a tiger tattoo to the forearm,
“legend” should be written below tiger.

• Figure 2f (Face + tattoo + face (a.)): Add a person.

B. Full Survey (Café Version)

Note: Office version of the survey has the same questions.
The only difference is that the displayed AI-generated images
show a working office environment.

Page 0: Instructions
Participants were presented with a brief overview of the
survey’s context and informed that all images were synthetic
and generated using AI tools, with no real individuals or
personal data involved. Information on data processing was
disclosed, including the names of the responsible parties,
the types of personal data collected (e.g., demographic data
and survey responses) and the applicable legal basis under
GDPR. Participants were informed of their rights regarding
access, correction and deletion of their data, and withdrawal of
consent, along with instructions for submitting privacy-related
requests or complaints. To start the survey, participants were
required to give their informed consent and enter their email
address for validation purposes. Optionally, they could choose
to enter the lottery to win a movie ticket.

Page 1: Demographic Information
Please answer a few demographic questions.

Q1. What is your age?
18–24
25–34
35–44
45–54
55 and older

Q2. How often do you share photos online?
Never
Rarely
Sometimes
Often
Daily

Q3. What type of devices do you regularly use? (Select all
that apply)
Mobile phone
Laptop/Desktop computer
Smart watch
Fitness tracker
Wearable devices (e.g., heart rate monitor, VR)
Other

Q4. What is your ethnic background? (Select one)
White / Caucasian
Black or African
Asian
Native American / Indigenous
Mixed / Multi
I don’t wish to disclose
Other

Q5. What is your gender?
Male
Female
Other
Prefer not to say

Q6. What is your highest level of education?
Less than high school
High school graduate
Some college
2-year degree
Bachelor’s degree
Master’s degree
Doctorate

Q7. What is your professional background?
Employed full-time
Employed part-time
Unemployed (seeking)
Unemployed (not seeking)
Retired
Student

Q8-11. Privacy Preference Statements
Please indicate your agreement with the following statements:

(a) I am concerned about my privacy online [1–5] Likert scale
(b) I am concerned about my privacy in everyday life [1–5] Likert scale
(c) It bothers me to give personal info to many online companies [1–5] Likert scale
(d) I check photos for personal info before sharing online [1–5] Likert scale

Likert Scale: 1 = Disagree, 2 = Somewhat Disagree, 3 =
Neutral, 4 = Somewhat Agree, 5 = Agree

Page 2: Visual Privacy – Face
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Fig. 5: Visual accompanying Q12. Likert Scale: 1 = Not
comfortable at all, 2 = Slightly uncomfortable, 3 = Neutral,
4 = Slightly comfortable, 5 = Very comfortable

Suppose you are sitting at a table in a cafeteria. For each of
the below groups of images, picture yourself as the subject in
the photograph. Either you are the one taking the photo from
your perspective, or someone takes a picture of you.

Q12. How comfortable would you feel sharing this photo
of yourself on your social media account?

Q13-17. Suppose while taking the picture, there were some
other objects captured along with the background. How
comfortable would you feel sharing the picture of yourself
if the following objects were in the image?

Q18. Based on your answers above, please rank the objects
in order of sensitivity.
Human Tattoo Poster Medicine Landmark

1 = Most sensitive, 5 = Least Sensitive

Q19. Why did you rank the objects in this order? (Open
text)

Q20-23. (Assume that the participant ranked the landmark
as the background PSO with the least effect on the
comfortability level) You realized that the photo including
the landmark also included the following objects. How
comfortable would you feel sharing the picture of yourself
that also contains landmark if the following objects were
in the image as well?

Q24. Can you explain what the effect of landmark was on
how comfortable you felt sharing the picture of yourself
with the other objects? (Open text)

Page 3: Visual Privacy – Miscellaneous Paper
The structure of this page mirrors that of the previous section
(face as a foreground PSO). Participants are asked to evaluate

(a) [1–5] Likert scale (b) [1–5] Likert scale

(c) [1–5] Likert scale (d) [1–5] Likert scale

(e) [1–5] Likert scale

Fig. 6: Visuals accompanying Q13-17. Likert Scale: 1 = Not
comfortable at all, 2 = Slightly uncomfortable, 3 = Neutral,
4 = Slightly comfortable, 5 = Very comfortable

their comfortability levels with images involving Miscella-
neous Paper as the foreground PSO. After rating their comfort
with the foreground PSO alone, the participants are asked the
same questions where the background PSOs are face (photo),
full name, birthdate, signature, and address. As before, they
complete individual Likert scale ratings, rank the background
items according to their effect on the comfortability level, and
rate the effect of the combination of background PSOs. This
section includes questions Q25–Q37.

Page 4: Visual Privacy – Computer/phone Screen
The structure of this page mirrors that of the previous

section (face as a foreground PSO). Participants are asked
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(a) [1–5] Likert scale (b) [1–5] Likert scale

(c) [1–5] Likert scale (d) [1–5] Likert scale

Fig. 7: Visuals accompanying Q20-23. Likert Scale: 1 = Not
comfortable at all, 2 = Slightly uncomfortable, 3 = Neutral,
4 = Slightly comfortable, 5 = Very comfortable

to evaluate their comfortability levels with images involving
Computer/Phone screen as the foreground PSO. After rating
their comfort with the foreground PSO alone, the participants
are asked the same questions where the background PSOs are
face (reflection), email, username, date, and phone number.
As before, they complete individual Likert scale ratings,
rank the background items according to their effect on the
comfortability level, and rate the effect of the combination of
background PSOs. This section includes questions Q38–Q50.

Page 5: Review and Submit
Participants were shown a summary of their responses and
asked to confirm and submit.

C. Additional Tables and Figures

TABLE IX: Mapping between comfortability levels and per-
ceived privacy levels.

Comfortability Level Perceived Privacy Level

1 (Not comfortable at all) 5 (Most sensitive)
2 (Slightly uncomfortable) 4

3 (Neutral) 3
4 (Slightly comfortable) 2

5 (Very comfortable) 1 (Least sensitive)

TABLE X: Demographic distribution of survey participants
(n=92).

Category Response Count (%)

Ethnicity White/Caucasian 58 (63%)
Asian 20 (22%)
Black/African 6 (7%)
Mixed/Multi 3 (3%)
I don’t wish to disclose 5 (5%)

Age 18–24 18 (20%)
25–34 32 (35%)
35–44 9 (10%)
45–54 29 (32%)
55+ 4 (4%)

Gender Female 47 (51%)
Male 43 (47%)
Other 2 (2%)

Education High school graduate 4 (4%)
Some college 3 (3%)
Bachelor’s degree 32 (35%)
Master’s degree 29 (32%)
Doctorate 24 (26%)

Profession Employed full-time 52 (57%)
Employed part-time 8 (9%)
Student 28 (30%)
Retired 2 (2%)
Unemployed 2 (2%)

TABLE XI: Significant demographic effects on comfortability
levels. Mann–Whitney U tests were applied for gender, show-
ing that female participants reported higher comfortability
levels in all significant cases. Kruskal–Wallis H tests were used
for the remaining demographic variables, indicating at least
one group distribution differed significantly from the others.

Foreground PSO Background PSO Category p-value

Café

Computer/phone Screen E-mail Gender (F > M) 0.0489
Computer/phone Screen Phone Number Gender (F > M) 0.0289
Face None Social Usage 0.0332
Miscellaneous Paper Face (p.) Social Usage 0.0126
Computer/phone Screen None Social Usage 0.0391
Computer/phone Screen Face (r.) Social Usage 0.0401
Face Landmark Profession 0.0377
Computer/phone Screen None Profession 0.0280
Computer/phone Screen Face (r.) Profession 0.0430
Face Landmark Age 0.0206
Miscellaneous Paper Full Name Age 0.0355
Computer/phone Screen E-mail Age 0.0177
Computer/phone Screen Face (r.) Age 0.0206

Office

Face Face (a.) Ethnicity 0.0399
Miscellaneous Paper Full Name Ethnicity 0.0056
Miscellaneous Paper Signature Ethnicity 0.0391
Computer/phone Screen E-mail Ethnicity 0.0012
Miscellaneous Paper Face (p.) Education 0.0427
Face Tattoo Age 0.0393
Computer/phone Screen Date Age 0.0408
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Fig. 8: Violin Plots of significant Mann-Whitney U test results for café and office environments (H2). Each subplot shows
comfortability levels (1–5) for a foreground/background PSO pair; width reflects data density, and orange lines mark group
mean differences.
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