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Abstract—Understanding how psychological traits shape attack
strategies of cyber attackers is critical for developing proac-
tive defenses. This paper presents an early-stage study using
a controlled, multi-stage Capture-the-Flag (CTF) environment
designed to elicit behavioral expressions of persistence, resilience,
risk-taking, and openness to experience. Participants complete
validated personality inventories before engaging in a cyberattack
task within a simulated but realistic environment that mimics
a corporate network. That environment contains both real and
deceptive vulnerabilities that attackers can exploit to escalate
their privilege and access resources in the system. During that
time, system logs, continuously taken screenshots, and think-
aloud data will capture their actions and strategies. From that
data, behavioral indicators, such as retries, strategic pivots, early
high-risk actions, and exploration breadth, will be extracted
and used to predict traits. The larger goal is to automatically
guess attackers’ future actions, and proactively deploy defense
mechanisms in run time. As a vision-track contribution, this work
establishes a methodological foundation for profiling attackers
through behavioral telemetry, supporting the future development
of human-aware, proactive cyber defense strategies.

I. INTRODUCTION

Cybersecurity research has traditionally been reactive, pri-
marily focusing on patching vulnerabilities and investigat-
ing incidents after they have occurred. Recently, however,
researchers have increasingly focused on proactive defense
strategies to anticipate and mitigate threats before they materi-
alize [1], [2]. To be effective, a proactive defense mechanism
must be able to predict attackers’ next steps and prepare for
it at runtime [3]-[5]. However, progress in determining ways
to accurately predict attackers’ behaviors has been slow.

Personality traits have been established as reliable predictors
of human behaviors, particularly in decision-making under
uncertainty [6], [7]. Traits such as persistence, resilience,
and risk tolerance play a substantial role in how adversaries
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interpret signals, respond to failure, and persist through ob-
stacles [8], [9]. In adversarial settings, these traits shape how
attackers interpret signals, persist through obstacles, and adapt
their strategies over time [5]-[9]. Despite growing evidence
that individual differences matter, most cybersecurity defenses
continue to model attackers as uniform or purely rational
agents [3], [10].

Our vision for this work is to enable human-aware cyber
defense: adaptive systems that account for attacker traits
rather than assuming homogeneous adversaries. By grounding
our study design in usable-security methodology—think-aloud
protocols, mixed-method behavioral logging, and validated
psychometric instruments—we contribute a human-centered
perspective to a domain traditionally driven by technical analy-
sis. Understanding how real humans behave under uncertainty,
frustration, risk, and misleading cues is essential for designing
security mechanisms that interact with—rather than work
against—human tendencies.

Deception plays an important role in this vision, not only as
a defensive mechanism, but also as a methodological tool for
studying attacker behavior. In this work, we use the term de-
ceptive techniques to refer to deliberately engineered signals,
services, or vulnerabilities (e.g., honeypots, decoy accounts,
or non-exploitable “trap” paths) that are designed to shape
attacker decisions and elicit observable behavioral responses.
While prior work has explored deception primarily as a means
to delay or disrupt attacks [11], its potential for revealing how
personality traits manifest in attacker decision-making remains
underexplored. This gap limits the development of adaptive
defenses that can respond dynamically to human adversaries
[10].

This work presents the first stage of a larger research effort
toward Trait-Oriented Deception Determination and Execution
(TODDE), a framework for personalizing defensive strategies
based on attacker traits. TODDE will enable us to conduct
experiments in a controlled but realistic environment involving
cyber professionals and answer foundational questions: (1)
How can we reliably learn attacker’s personality traits and
behavioral dispositions by observing their actions? (2) How



can we predict future actions based on the learned traits? and
(3) How can we dynamically devise deceptive techniques to
thwart those actions?

To investigate these questions, we developed a controlled,
human-subject experiment using a multi-stage Capture-the-
Flag (CTF) environment enriched with realistic and decep-
tive tasks. Unlike traditional CTFs that focus exclusively on
technical challenge difficulty, our environment is intentionally
designed to elicit behavioral signals relevant to traits such
as persistence and risk-taking. We combine these behavioral
traces with validated psychological measurements—including
General Risk Propensity Scale (GRiPS), Big Five Inventory—2
Short Form (BFI-2-S), and resilience/persistence scales—to
examine how individual differences shape security-relevant
decisions. In this paper, we describe the framework, and
methodology to answer the first research question (i.e., learn-
ing traits from attacker behaviors).

II. RELATED WORK

Attacker profiling has been informed by personality and
motivation research. Canudo et al. [6] applied self-control the-
ory and personality models, including the Big Five and Dark
Triad traits (Machiavellianism, narcissism, and psychopathy),
to differentiate hacker types. They found that black hats exhibit
lower self-control and higher openness, along with stronger
sensation-seeking motivations, while white hats tend toward
prosocial motivations. Grey hats displayed a blend of these
traits, suggesting fluid identities. Relatedly, Hani et al. [7]
employed machine learning to classify hackers based on Big
Five traits, achieving high predictive accuracy and revealing
intra-group distinctions. Gaia et al. [5] examined how Dark
Triad traits, opposition to authority, and thrill-seeking drive
hacking propensities, offering a multifaceted view of hacker
motivations.

Resilience and persistence have been recognized as im-
portant traits in cybersecurity contexts. Joinson et al. [8]
introduced the Human Cyber-Resilience Scale, measuring an
individual’s capacity to resist, recover from, and learn follow-
ing cyber incidents. The PERC (Persistence, Effort, Resilience,
and Challenge-Seeking) task developed by Porter et al. [9] pro-
vides a performance-based, language-independent method to
quantify persistence, effort, resilience, and challenge-seeking.
These constructs are particularly relevant to CTF scenarios
where attackers may need to reattempt failed paths, adapt
to deceptive obstacles, and sustain engagement over multiple
stages.

In parallel, researchers have explored structured behavioral
datasets to study adversarial operations. Tovarndk et al. [12]
released a comprehensive dataset from a two-day cyber de-
fense exercise on the KYPO Cyber Range Platform, including
synchronized network flows and system logs from enterprise-
like environments. Such datasets enable fine-grained analysis
of attacker behaviors, though they often lack the integrated
psychological dimensions that the present study incorporates.

Other work has focused on integrating psychological profil-
ing with operational cybersecurity scenarios. Padilla et al. [10]

proposed a platform-agnostic experimental methodology to
capture real-time human decisions and actions during cy-
bersecurity exercises, bridging the gap between abstract trait
profiling and observed attacker behavior. Tshimula et al. [13]
explored psycholinguistic analysis with large language models
to derive attacker psychological profiles from textual outputs,
complementing behavioral profiling with linguistic signals.

Deceptive techniques have been a core strategy in cy-
bersecurity for decades, used to mislead adversaries, delay
attacks, and gather intelligence. Early foundational work such
as Spitzner’s Honeypots: Tracking Hackers [1] established the
role of honeypots as a means to attract and observe mali-
cious actors in controlled environments. Rowe and Rrushi’s
Introduction to Cyberdeception [2] further expanded this field
by formalizing concepts, taxonomies, and implementation
strategies for deception in cyber operations, framing it as an
interdisciplinary domain involving technical, cognitive, and
strategic considerations.

Building on these foundations, Cranford et al. [3] developed
a cognitive theory of cyber deception within the ACT-R (Adap-
tive Control of Thought—Rational) cognitive architecture, using
instance-based learning to model attacker decision-making
under deceptive signaling. Their behavioral experiments with
the Insider Attack Game demonstrated that deception can
influence attacker choices by exploiting biases such as con-
firmation bias, underscoring the importance of considering
bounded rationality in cyber defense. This cognitive modeling
perspective is directly relevant to environments like multi-stage
CTFs, where deception can be systematically embedded to
elicit measurable behavioral patterns.

Ferguson-Walter et al. [11] advanced empirical research on
deception with the Tularosa Study, a large-scale controlled
experiment involving over 130 professional red teamers. By
integrating technical deception methods with psychological
profiling, cognitive testing, and telemetry collection, they
quantified how deception affects attacker strategies, persis-
tence, and decision-making. The combination of behavioral
and psychological measures in that work provides a method-
ological precedent for profiling attackers in CTF environments
enriched with deceptive cues.

In summary, prior work has laid foundations in cyber de-
ception, personality-based attacker profiling, and cyber-range
data collection; our contribution is to integrate these strands
in a trait-informed CTF environment.

III. METHODOLOGY
A. Overview

This experiment investigates how individual psychological
traits shape attacker behaviors during a controlled multi-stage
Capture-the-Flag (CTF) style privilege-escalation challenge.
We collect pre-challenge personality measures and detailed
behavioral traces (command logs, task choices, and timing
information) as participants interact with a mixture of genuine
and deceptive attack paths. The overarching goal is to exam-
ine whether specific, observable behaviors, such as repeated
retries, strategic pivots after failure, or early engagement with



high-risk opportunities—can serve as reliable indicators of
underlying personality traits relevant to cyber offense.

B. Selecting Personality Traits

In total, we measure eight personality traits: the five Big
Five dimensions (Extraversion, Agreeableness, Conscientious-
ness, Negative Emotionality, and Openness to Experience)
using the BFI-2-S [19], together with domain-general risk
propensity (GRiPS) [18], persistence [15], and resilience [17].
The big five traits have been linked to decision-making in
cyber security and other contexts by numerous studies [20]-
[22]; they also correlate to characteristics that are relevant to
cyber attacks: fluid intelligence, problem-solving ability, and
susceptibility to deception [23]-[26]. Likewise, persistence
and resilience are essential qualities to succeed in cyber-
attacks [11], [27]. Finally, we include risk propensity that
determine engagement in risky behaviors, cyber attack being
a prominent one, and can facilitate developing deception-
based defense mechanisms. Due to space limitations, here, we
present experimental design focusing on the following four
traits: Persistence, Resilience, Risk-taking, and Openness to
Experience. Our choice of focal traits and their behavioral
manifestations in the environment is informed by prior work
that connects personality dimensions to hacking propensity
and hacker types [S5]-[7].

Table I summarises how each focal trait is measured and
how we expect it to manifest in the experimental setup in terms
of log-based behavioral indicators. These expectations directly
inform our hypotheses in Section III-D and the analysis plan
in Section III-E

C. Experimental Infrastructure

TODDE has been implemented as an isolated research
environment that supports repeatable, fine-grained behavioral
logging. It provides a web-based IDE with an interactive termi-
nal for connecting into a dedicated Linux container preloaded
with common security tools. Each container is ephemeral and
network-isolated from real systems. All shell commands, file
accesses, and relevant system events are collected via a logging
stack and stored with timestamps for later analysis. Screen and
audio recordings from the remote session are captured in par-
allel to provide context for interpreting behavioral traces (e.g.,
verbal reasoning, visible search activity). This infrastructure
allows us to align psychometric measures, in-game actions,
and think-aloud protocols on a shared timeline.

D. Challenge Tasks

1) Environment Overview: Our experimental setup simu-
lates an internal corporate environment with multiple user ac-
counts at different privilege levels (e.g., entry-level employee,
IT staff, financial manager, system administrator), realistic
business assets (e.g., reports, credentials, configuration files),
and several potential escalation paths. Participants start from
a low-privilege account and are instructed to “break out of
the box” by discovering assets, escalating privileges, and
collecting as many flags as possible. Each flag contributes

to a cumulative score, while certain actions are treated as
being “seen” by a monitoring system (e.g., triggering a log-
ging alert), which results in point penalties or lost bonus
opportunities. This scoring and monitoring scheme is intended
to partially simulate the feeling of risk and potential loss
that attackers face in real environments, while still keeping
the scenario safe and self-contained for research. Compared
to typical CTF challenges, the environment resembles an
internal assessment setting with realistic misconfigurations and
overlapping avenues for attack rather than a series of isolated
puzzles.

Within this environment we embed both genuine escalation
opportunities and carefully designed decoy tasks intended to
elicit differences in persistence, resilience, risk-taking, and
openness to experience.

2) Design Principles: To meet the above stated goals, the
environment was constructed around three principles:

¢ Realism. Tasks are framed as plausible corporate mis-
configurations (e.g., backup archives, internal web apps,
scheduled jobs) rather than abstract puzzles, to encourage
naturalistic strategies.

o Multiple viable options. At any point, participants can
choose among several potential avenues (password crack-
ing, web exploitation, privilege escalation, etc.), enabling
us to observe differences in task selection, switching, and
abandonment.

o Embedded deception. Some ostensibly promising vec-
tors are intentionally difficult or impossible to complete
within the allotted time. These “trap” tasks are designed
as behavioral probes for our focal traits (e.g., persistence
in the face of repeated failure, willingness to pursue high-
risk opportunities, or openness to exploring alternative
explanations).

The following task descriptions therefore emphasize the
behavioral probes and hypothesized indicators rather than
technical exploit details.

3) Task-Level behavioral Probes: As stated above, our
experimental setup allows multiple paths for the participants
to explore. Each of them have various ‘Tasks’ they need
to complete, each task presents participants with a plausible
privilege-escalation opportunity accompanied by cues (e.g.,
through names of the file) that are realistic in the context
of penetration testing of a corporate network. The underly-
ing technical configuration is tuned so that the tasks differ
in difficulty and in how rewarding or deceptive they are,
allowing us to observe how participants react to progress,
failure, and uncertainty. The instructions set we have prepared
for participants explicitly mentions the risk-reward tradeoffs:
successfully accessing potentially higher valued assets (such
as credential files or higher privileged user accounts) will
provide higher rewards (more points), but those assets are more
likely to be monitored for unauthorized accesses, increasing
the chance of getting caught.

Below, we summarise the main tasks in terms of their narra-
tive framing and the behaviors they are intended to elicit. For
each task, we define a small set of log-based indicators (e.g.,



TABLE I
FOCAL PERSONALITY TRAITS, MEASUREMENT TOOLS, AND EXPECTED BEHAVIORAL INDICATORS IN THE EXPERIMENTAL SETUP.

Trait Definition Measurement Expected behavioral Indicators

Persistence Sustained effort toward goals de- Motivational Persistence  High counts of repeated attempts on the same task or exploit
spite difficulties [14], [15] Scale (MPS-16) [15] path; longer time spent before abandoning a deceptive task.

Resilience Capacity to adapt positively and Brief Resilience Scale  Switching to alternative strategies shortly after failures; higher

recover from setbacks [16], [17] [17]

ratio of “fail — new strategy” vs. “fail — stop” behaviors.

Risk-Taking Willingness to engage in uncertain

or high-stakes actions [18]

General Risk Propensity
Scale (GRiPS) [18]

Earlier and more frequent initiation of risky actions (e.g.,
privilege escalation attempts, aggressive scans, or use of high-
value accounts).

Openness to Ex-
perience

Curiosity and receptiveness to
novel ideas and approaches [19]

Big Five
Short  Form

Inventory—2
(BFI-2-S)
(Openness domain) [19]

Exploration of diverse tools and paths; greater variety of
services, users, and files touched before committing to a
single exploit strategy.
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Fig. 1. The network structure, assets, and (real and fake) vulnerabilities in the system that attackers can exploit. Dead-end icons mark decoy exploit paths
that reveal a flag but do not provide additional privileges or access to new assets.

number of retries, switches to alternative strategies, or timing
of high-risk actions) that form the basis of our hypotheses
about persistence, resilience, risk-taking, and openness.

a) Task Al: Password Cracking.: Participants discover
an encrypted archive labeled as a corporate credentials backup
in a low-privilege user’s home directory. Supporting artefacts
(onboarding notes, internal documentation) suggest that it may
contain valuable information, and that standard password-
cracking tools could be used to access it. In reality, the archive
is protected by a long, cryptographically random password
that does not appear in any provided or common wordlists,
making practical cracking within the session time infeasible
and turning it into a deceptive “time sink”.

Trait measures. Risk-taking (willingness to invest in a high-
reward but uncertain path) and Persistence (time and number
of retries spent on an ultimately uncrackable archive).

b) Task A2: SQL Injection and Database Exploration
(Risk-Taking and Persistence).: A web application exposed
within the environment contains a login form that can be
bypassed using SQL injection, granting access to an internal
employee database. Once inside, participants can enumerate
accounts, extract password hashes, and choose which user

accounts to target.

Trait measures. Risk-taking (pursuing high-value but risky
accounts, attempting risky actions such as modifying records),
Persistence (iterative refinement of payloads and cracking
strategies).

c) Task Bl: An (apparently) exploitable Cron Script
(Persistence vs. Exploratory Resilience).: Participants will find
a root-owned scheduled backup script that appears to be a
classic privilege-escalation vector: the script is writable and
executed periodically by a privileged user. However, we have
another process, hidden from the attacker, that monitors any
edit to the script and automatically restores it to its original
state, thus, preventing the expected escalation but leaving a
trace in the logs.

Trait measures. Persistence and Resilience(repeated over-
writing of the script despite the lack of success), Openness to
experience / exploratory behavior (stepping back to investigate
the hidden mechanism, e.g., inspecting running processes or
related files; knowing when to abandon the path).

d) Task B2: SUID Binary Honeypot.: A SUID binary
named vim.basic, which is owned by a high-privileged user,
presents a potential opportunity for privilege escalation. Its



name and basic functionality, which can be explored by
executing and interacting with it, suggest that it might be
exploitable. However, any attempts to misuse the binary are
detected through input validation and checks for injection
attempts. Instead of allowing actual privilege escalation, these
attempts are logged.

Trait measures. Risk-taking: risk-seeking participants ex-
ecute the binary quickly and experiment with potentially
dangerous arguments, whereas others spend more time on re-
connaissance (e.g., inspecting permissions or documentation)
before executing it, or defer it until later.

e) Task B3: An Apparent Buffer Overflow Vulnerability.:
Participants encounter a privileged program that behaves like
a simple note-editing tool (e.g., opening and appending text),
and basic inspection reveals cues such as references to strepy()
that typically indicate unsafe memory handling. These signals
make the binary appear vulnerable to a classic buffer overflow.
However, the program includes a hidden length check that
terminates execution before any unsafe function is reached,
meaning the apparent vulnerability cannot actually be ex-
ploited despite the convincing surface indicators.

Trait measures. This task probes how participants respond
when a textbook exploit path fails, contrasting high persis-
tence (sustained debugging and multiple exploit attempts) with
openness to experience (willingness to reconsider assumptions,
check compilation flags, and pivot to alternative explanations
or attack vectors).

E. Data Sources and Planned Analysis

Each session yields three data streams: (1) system logs
with time-stamped shell commands, file accesses, and relevant
system events; (2) self-report measures from the pre-challenge
personality inventories (MPS-16, BRS, GRiPS, BFI-2-S) and
a brief post-challenge survey on strategies, reactions to de-
ception, and persistence / pivot decisions; and (3) think-aloud
screen-and-audio recordings that provide qualitative context
for interpreting log-derived behaviors.

From the logs we derive behavioral metrics aligned with our
focal traits, such as number and duration of retries on deceptive
tasks (persistence), frequency of “fail — new strategy” tran-
sitions (resilience), time to first high-risk action (risk-taking),
and diversity of tools and paths explored (openness). These
metrics are synchronised with personality scores and post-
challenge responses to examine correlations between traits
and behaviors, complemented by exploratory mixed-methods
inspection of notable outlier cases using the think-aloud data.

F. Experimental Procedure

We are currently collecting pilot data to test if the experi-
mental environment works as expected and the logs are com-
plete and properly formatted. For the pilot, we plan to invite
8-10 participants who are actively involved in CTF games.
Each session will be conducted remotely; before connecting
to the environment, participants will complete the pre-survey
containing the personality measures described above. During
the session, participants will be encouraged to think aloud and

verbalize their reasoning. Afterwards, they will complete a
brief post-challenge survey about their strategies, reactions to
deception, and decision-making.

G. Ethical Considerations

The study protocol was approved by our institution’s IRB,
and all procedures comply with ethical guidelines for human-
subject research. Participants provide informed consent before
beginning the study and are explicitly told that the environment
may contain deceptive elements similar to those used in real-
world penetration testing (e.g., honeypots and decoy services).
During the session they interact only with isolated research
infrastructure, and no real organizations or third-party systems
are affected. After the session, participants are debriefed about
the specific deceptive mechanisms used and the goals of the
study, and they are given the opportunity to withdraw their
data. All collected data are stored securely, pseudonymized
before analysis, and used only for research purposes.

IV. CONCLUSION

This work presents the first stage of an ongoing effort
to link psychological traits with attacker behavior in realis-
tic cyber-attack scenarios. We introduced a multi-stage CTF
environment that embeds genuine and deceptive escalation
paths, together with a measurement framework that combines
validated personality inventories, fine-grained behavioral log-
ging, and think-aloud protocols. From this design, we derived
concrete hypotheses connecting persistence, resilience, risk-
taking, and openness to specific log-based indicators such as
retries, strategic pivots, risk onset, and exploration breadth.

The next step of this effort is to collect data and validate
those hypotheses, and study mechanisms to dynamically gen-
erate proactive defense strategies. Besides advancing state of
the art in proactive cyber defense, this project will make a
realistic dataset and a reusable framework accompanied by
and validated methodology available to the community.
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