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Abstract—In today’s digital world, migrants stay connected to
family, institutions, and services across borders, but this reliance
on digital communication also exposes them to unfamiliar risks
when they enter new technological and cultural environments.
Educational migrants (also known as international students)
depend on online platforms to manage admission, housing, work,
and everyday life in the United States. Yet this transition often
introduces an unfamiliar and fragmented digital ecosystem where
they encounter privacy and security threats such as phishing,
identity fraud, and cross-channel scams. Existing security tools
rarely consider the situated vulnerabilities of newcomers who
must interpret these threats without local knowledge or culturally
familiar cues. To investigate these challenges, we conducted
participatory design sessions with 22 educational migrants from
Global South countries studying in the United States. Using
inductive open coding within a reflexive thematic analysis frame-
work, we identified seven themes of desired features. Participants
proposed a range of support mechanisms, including transparent
reporting and verification workflows, scam filtering, migrant-
focused scam databases, and university-integrated safety tools
Participants also mapped their concepts to high-level AI capa-
bilities, emphasizing detection, identification, and interpretable
explanations. Our findings highlight the need for transparent,
culturally grounded, and context-aware digital safety supports
for newcomers during their early experiences in the U.S. digital
ecosystem.

I. INTRODUCTION

Global mobility for higher education has expanded substan-
tially in recent decades, with over 1.2 million international
students studying in the United States during the 2024–25
academic year [32], [42]. Students from the Global South
now constitute a significant portion of this movement [15],
[10], often relocating to pursue academic and professional
opportunities. In this paper, we refer to these individuals
as educational migrants: people who relocate primarily for
academic purposes while maintaining ongoing social, cultural,
and communicative ties to their home countries [37], [59].

Educational migrants depend extensively on digital in-
frastructures throughout their transition, using email, mes-
saging apps, social media, institutional portals, and online

marketplaces for admissions, housing, banking, healthcare,
and everyday coordination [43], [67], [5]. Yet this reliance
exposes them to a wide range of security and privacy threats,
including phishing, impersonation scams, fraudulent housing
listings, identity theft, and data misuse that often unfold across
multiple communication channels [20], [24], [70]. These risks
are intensified for people in post-migration situation, who may
be navigating unfamiliar institutional norms, legal frameworks,
and threat landscapes while simultaneously adapting to new
sociotechnical practices [53], [44], [27].

Despite growing interest in supporting international stu-
dents, usable security solutions rarely account for the tran-
sitional, culturally mediated, and cross-channel nature of
migrants’ digital environments. Most existing mechanisms
assume stable digital ecosystems, shared threat cues, and
familiarity with local communication patterns [62], [66]. That
is why, after moving to a new place, educational migrants need
to navigate an opaque and fragmented digital environment
that is often different than their mental model. Also, at the
same time, they need to actively reconstruct the context,
trust cues, and verification strategies with limited institutional
scaffolding.

In addition, the current political situation in the U.S. has sig-
nificantly affected students’ mental health, increasing anxiety
due to fears about travel bans and the potential loss of student
status at various institutions [60], [36]. This atmosphere of
uncertainty and chaos has created opportunities for scammers
to exploit fear and confusion. As reported in several articles,
fake immigration agents and I-9 form scams are occurring
across the country [61], [63]. As usable privacy and security
researchers, we need to talk more about how to protect these
students and help them feel safe and secure from these scams
and negative situations by promoting proper, trusted channels
of communication.

Participatory design (PD) offers a promising approach for
surfacing situated privacy and security needs. Prior PD re-
search has generated nuanced design insights for browser
warnings [65], interpersonal privacy conflicts [4], online dating
risks [17], and AI literacy [16]. However, these studies typi-
cally focus on a single platform or device ecosystem. While
this can create domain-specific insights, it fails to address how
educational migrants navigate interdependent, cross-channel
digital threats: an ecosystem where email, SMS, phone calls,
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social media messaging, and institutional portals frequently
intersect. For this population, a spoofed call may reinforce
a phishing email purporting to be from a university, or an
SMS scam may leverage personal data scraped from public
student profiles. As recent research shows, cybercriminals
exploit platform-specific affordances such as, Telegram’s real-
time messaging or dark web marketplaces’ reputation systems
to distribute fraud at scale across channels [38], [64], [2].
These interlinked threat vectors are especially challenging
during early post-migration periods, when people are adapting
to unfamiliar digital infrastructures, norms, and institutional
communication practices. Yet, their voices and lived experi-
ences remain underrepresented in security design research. A
participatory design approach is needed to reveal how this
group understands, prioritizes, and responds to cross-platform
risks embedded in the migration experience.

This gap motivates our core research question:

• RQ: How can participatory design with international
students surface context-aware security and privacy fea-
tures for mitigating cross-channel scams during digital
ecosystem transitions?

To address this question, we conducted participatory design
sessions with 22 educational migrants from Global South
countries studying in the United States. Unlike prior PD work
constrained to a specific interface or technology, our study
intentionally left the design space open across privacy, security,
trust, and digital communication practices. This ecosystem-
oriented approach aligns with calls in usable security to
incorporate contextual, cultural, and situational factors into
threat modeling and security design [59]. It also responds to
critiques that security interventions often fail because they
overlook real-world complexity and the cognitive demands
placed on users navigating unfamiliar systems [65]. We further
reflect on the limitations of this open-ended approach in the
discussion.

Our work contributes to growing efforts to situate usable se-
curity within diverse lived experiences by documenting cross-
channel digital risks among educational migrants, examining
how migrants themselves conceptualize and design safety
tools, and exploring how they envision the role of AI in
supporting detection, verification, and decision-making during
digital transitions. To our knowledge, this study is one of
the first participatory design investigations with educational
migrants from the Global South that examines their post-
migration digital privacy and security challenges and explores
how they envision supportive safety technologies. This paper
makes the following contributions:

• Empirical insights into how educational migrants from
the Global South experience cross-channel privacy and
security threats during their post-migration digital transi-
tions.

• A set of migration-grounded design directions based on
participant-created concepts, showing what safety fea-
tures educational migrants want and how they imagine
system and AI support in making safer decisions.

• Higher-level design implications and considerations for
migration-responsive, ecosystem-level safety interven-
tions that move beyond platform-specific solutions in
usable security.

II. BACKGROUND AND RELATED WORK

A. Educational Migrants from the Global South and Digital
Vulnerability

Digital infrastructures across different regions are shaped
by diverse regulatory regimes, institutional arrangements, and
communication norms [44], [49]. When people move across
these differently organized digital ecosystems, they often
encounter mismatches in expectations around digital safety,
data protection, and institutional communication norms [9].
Despite making up a substantial share of international student
mobility, students from the Global South are underrepresented
in security and privacy design research [1]. Many partici-
pants described prior digital environments organized around
different trust cues, authority relationships, and everyday com-
munication practices. Entering a differently regulated setting
like the United States can introduce discontinuities in privacy
expectations, institutional trust cues, and everyday security
practices [37], [62].

This transitional period is particularly demanding, as new-
comers have to manage critical administrative tasks such as
housing, immigration compliance, or university onboarding
through channels like email, SMS, social media, and phone
calls [5], [27]. These same channels are commonly exploited
for impersonation scams [18]. Yet, this population remains
largely absent in security design research. Their perceptions of
digital risk, responses to unfamiliar warning cues, and coping
strategies during migration remain underexamined [59], [43].

B. Cross-Channel Scams and Multi-Platform Threats

In the field of usable privacy and security, it is increasingly
evident that digital fraud campaigns are not only technolog-
ically sophisticated but also socially engineered to exploit
specific populations. Many attacks like, phishing, smishing,
and vishing are deliberately designed to manipulate trust,
authority cues, and urgency [34], [58], [45]. These threats often
converge across multiple communication channels, creating
the illusion of legitimacy through repetition and coordination.
For example, a phishing email may be reinforced by a follow-
up SMS or spoofed phone call, forming a coherent but
fraudulent narrative [21].

These tactics are common in impersonation scams involving
universities, immigration offices, delivery services, or financial
institutions, sectors that educational migrants regularly interact
with during transitional periods [50], [3]. Such targeting is
not coincidental: attackers often adapt their strategies to the
vulnerabilities and information-seeking behaviors of specific
user groups. Yet, most users do not interpret these messages as
part of a coordinated effort. Research shows that people often
evaluate messages individually, without recognizing patterns
across platforms [46], [24]. This fragmentation is amplified in
mobile-first environments, where interface constraints reduce
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the visibility of risk cues and limit users’ ability to verify
sender identity or detect anomalies [69], [59].

Recent studies conceptualize these fraud operations as
part of a broader digital ecosystem—one in which different
platforms serve distinct functions. For instance, Telegram is
used for wide dissemination and recruitment, while dark web
forums support skill development, trust-building, and service
exchange [38], [64]. Broader research on digital and mo-
bile ecosystems also suggests that low-barrier, asynchronous
channels are often leveraged in underregulated or transitional
contexts, making them ideal for scalable fraud [6], [56], [57],
[1].

Despite this growing body of evidence, most consumer-
facing security systems treat threats in isolation focusing on
email, SMS, or app fraud independently. Few systems are
designed to recognize or explain threats that move across
platforms, or that target users undergoing cultural, linguis-
tic, or situational shifts. This limits both detection and user
awareness, especially among groups like educational migrants
who must make trust decisions under uncertainty, pressure,
and unfamiliar digital norms.

C. Usable Security and the Role of Participatory Design

Research in usable security consistently shows that people
interpret security warnings in context—that is, their effective-
ness depends on users’ cognitive load, emotional state, prior
experience, and familiarity with the system [14], [52], [69].
When users are stressed, multitasking, or unfamiliar with a
digital interface, they are more likely to misread, dismiss, or
ignore warnings [24], [46]. Risk cues are most effective when
they align with user expectations and situational awareness
[22], [29].

However, many security signals are poorly adapted across
cultural and linguistic contexts. Standardized warnings often
reflect assumptions rooted in dominant digital norms, leading
to misinterpretation or misplaced trust among users unfamiliar
with local threat models or communication styles [70], [67],
[29]. These gaps are amplified when threat cues differ across
platforms leaving users unsure which signals are meaningful or
trustworthy. Recent advances in AI-assisted security systems,
such as phishing detection and anomaly flagging, emphasize
technical accuracy but rarely consider how users interpret
or act on automated outputs. These tools often lack con-
textual explanations, making them difficult to use especially
for individuals navigating unfamiliar or transitional digital
environments [46], [11], [25], [62]. Few systems support users
in recognizing cross-channel attacks, and even fewer address
the needs of populations adjusting to new privacy and security
expectations, such as educational migrants [59], [37].

Participatory design (PD) offers a valuable methodology for
addressing these gaps by foregrounding users’ lived experi-
ences and culturally situated reasoning [8], [28]. Prior PD
work in security and privacy has surfaced design insights
around browser warnings, AI literacy, and interpersonal pri-
vacy management by centering user knowledge and social
context [65], [4], [16], [17], [47]. These studies show that

users often identify risks and design needs that system-centric
approaches overlook.

However, most PD studies focus on single platforms or
stable user contexts, limiting their relevance for populations
dealing with fragmented or evolving digital environments.
To date, to the best of our knowledge, no PD research
has explored how educational migrants conceptualize cross-
channel security threats or AI-augmented tools during digital
transition. This gap leaves open questions about how participa-
tory methods might support the design of more context-aware,
migration-responsive security systems.

III. METHODOLOGY

To explore educational migrants’ experiences and design
preferences regarding digital safety tools in the post-migration
context, we conducted a series of participatory design (PD)
sessions. Our methodological approach is grounded in PD
practices in usable security and privacy research, emphasizing
the collaborative creation of design artifacts with affected com-
munities, accessible artifact creation, and qualitative synthesis
through thematic and artifact-centered analysis [4], [31], [48].

The participatory design sessions were conducted both in
person and virtually via Zoom. Local participants were invited
to attend in-person sessions, while individuals outside the
area were given the option to join remotely. These sessions
were held during August and September 2025. The study
received approval from the university’s Institutional Review
Board (IRB), and informed consent was obtained from all
participants prior to participation. Participants received a $20
Amazon e-gift card as compensation for taking part in the
design session.

This section provides an overview of our recruitment pro-
cess, participant demographics, details of the PD sessions, and
the data analysis methods employed in this study.

A. Recruitment

We conducted participatory design sessions with 22 interna-
tional students, all of whom were educational migrants from
countries commonly categorized within the Global South [19].
The participant group included 12 females and 10 males. Re-
cruitment was carried out through multiple channels, including
flyers and social media advertisements posted on Facebook,
WhatsApp and LinkedIn. We additionally employed snowball
sampling [7], encouraging participants to refer others within
their networks. Recruitment materials specifically targeted
international students studying in the U.S. who had migrated
for educational purposes from Global South regions. To verify
eligibility, the advertisements included a brief screening sur-
vey; only respondents who met the study criteria were invited
to participate. Demographic information was collected, and
informed consent was obtained prior to scheduling the partic-
ipatory design sessions. Eligible participants were contacted
via email to coordinate session times and confirm whether
they preferred an in-person or virtual format.
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B. Participants

We recruited 22 educational migrants from the Global
South, all aged 18 or older (Table I). All participants iden-
tified as first-generation migrants, meaning they were the
first members of their families to migrate to the United
States for educational purposes. Our participants represented
15 different universities across the U.S., including public
institutions, private universities, and community colleges. The
sample included 12 females (54.5%) and 10 males (45.5%),
distributed across three age groups: 8 participants aged 18–24,
13 aged 25–34, and 1 aged 35–44.

Participants came from diverse academic disciplines. Eleven
participants had background in Computer Science or Informa-
tion Technology, while four of them studied Social Sciences,
three participants from Engineering, two from Business or
Management. We also had one participant from Natural Sci-
ences, and one from Humanities. This disciplinary diversity
allowed us to capture digital security perspectives shaped by
varying levels of technical exposure rather than assuming
uniform security expertise among international students.

TABLE I
PARTICIPANT DEMOGRAPHICS: THE TABLE PROVIDES A DETAILED

OVERVIEW OF PARTICIPANTS’ AGE GROUP, GENDER, COUNTRY OF ORIGIN,
DURATION OF STAY IN THE USA

ID Age Gender Origin Country Duration in the U.S.
P1 25–34 Male Bangladesh 1–3 years
P2 25–34 Female Pakistan 1–3 years
P3 18–24 Male Tanzania 1–3 years
P4 25–34 Female Rwanda 1–3 years
P5 18–24 Male India 6 mo.–1 yr
P6 25–34 Female Ghana <6 months
P7 25–34 Female India >3 years
P8 18–24 Male Algeria 1–3 years
P9 25–34 Female Ghana 1–3 years
P10 18–24 Male South Africa 1–3 years
P11 18–24 Female Angola 1–3 years
P12 25–34 Female China >3 years
P13 25–34 Male Uganda 1–3 years
P14 25–34 Male China 1–3 years
P15 18–24 Male India 6 mo.–1 yr
P16 25–34 Female Bangladesh > 3 years
P17 35–44 Female Pakistan 1–3 years
P18 18–24 Female India 6 mo.–1 yr
P19 25–34 Male Uganda 1–3 years
P20 18–24 Male Uganda 1–3 years
P21 25–34 Female Bangladesh 1–3 years
P22 25–34 Female Nigeria >3 years

Regarding educational background, 10 participants (45.5%)
had completed a Master’s degree, 9 (40.9%) held a Bach-
elor’s degree, 2 (9.1%) had earned a Doctoral degree, and
1 participant (4.5%) had completed a higher secondary (HS)
qualification and was currently enrolled as an undergraduate
student in the U.S. Participants represented 12 countries.
The distribution included 4 from India (18.18%), 3 from
Bangladesh (13.64%), 3 from Uganda (13.64%), and 2 each
(9.1%) from Pakistan, China, and Ghana. Additionally, one
participant each (4.5%) came from Algeria, Angola, Nigeria,
Tanzania, Rwanda, and South Africa.

Fig. 1. Scenario primer storyboard used to establish common ground during
participatory design sessions, showing a newcomer’s early digital experiences
and a phishing scam encounter

Participants’ durations of stay in the U.S. ranged from less
than six months to over three years, allowing us to explore
whether privacy-related needs shift with time, as noted in prior
research [12], [26]. In our sample, 4 participants (18.18%) had
lived in the U.S. for more than 3 years, 14 (63.6%) for 1 to
3 years, 3 (13.6%) for 6 months to 1 year, and 1 participant
for less than 6 months.

C. Participatory Design Sessions

We used participatory design rather than interviews because
the study aimed not only to understand participants’ experi-
ences, but also to collaboratively envision and critique design
solutions with them instead of designing on their behalf [31],
[48], [4]. We conducted nine small-group participatory design
(PD) sessions with two to four participants per session, each
lasting about 83 minutes on average. Sessions were held either
in person or via Zoom. Small-group formats are commonly
used in PD because they support inclusive discussion and
allow deeper exploration of concepts [4], [31]. All sessions
were facilitated by the first author, who adopted a collaborative
stance to help minimize power asymmetries in line with PD
principles [48].

In-person sessions used low-barrier materials such as sticky
notes, markers, pencils, blank paper, and design templates
featuring mobile, tablet, and desktop screen outlines. Remote
sessions were conducted on Miro, and participants were free
to sketch on paper and upload images of their work. Providing
flexible, easy-to-use materials is recommended in PD to sup-
port different drawing preferences and expression styles [4],
[17].

Each session followed a structured sequence. Participants
first received an overview of the study and provided verbal
consent. They were then introduced to a storyboard featuring
a Tanzanian student’s arrival in the United States and her
encounter with a scholarship phishing scam (Fig. 1).

Scenario primers help establish common ground while still
preserving open design possibilities [4], [48]. We used a
single scenario as a generative grounding prompt rather than
as a comprehensive threat model, to evoke participants’ own
memories of early post-migration digital uncertainty. Partici-
pants were told the scenario was only an example and were
encouraged to adapt, critique, or move beyond it to reflect
any privacy or security concern they had experienced across

4



platforms. Participants were invited to relate the scenario to
their own experiences across any platforms.

Next, participants shared privacy and security challenges
they had faced post-migration, followed by a design ideation
phase in which they sketched potential tools or features
on paper or digital canvases. Consistent with inclusive PD
practice, participants could choose their preferred sketching
medium [4], [16]. After ideation, participants presented their
concepts and engaged in peer feedback discussions focused
on usability, cultural fit, and perceived value, a common PD
mechanism for refining emerging design ideas [16], [17], [4].

Finally, participants were invited to map their concepts
onto eight predefined AI capability roles (detect, estimate,
act, forecast, identify, generate, compare, discover), which we
used as an abstract scaffold to help articulate and compare
desired system behaviors [4], [16], [17]. This step was inspired
by prior work showing that people often describe intelligent
systems in overly broad or unrealistic terms when discussing
future technologies [68]. By introducing these capability roles,
we aimed to support more concrete and grounded discussion of
what kinds of system functions participants were envisioning,
without assuming or requiring that their designs must use AI.
Participants were explicitly told that this activity was optional
and that AI-based solutions were neither required nor assumed.
Sessions concluded with brief reflections and final comments.

We collected three forms of data: (1) audio recordings of
the PD sessions; (2) participant-created artifacts, including
sketches, Miro board outputs, and sticky-note contributions;
and (3) researcher field notes and memos taken during and
immediately after each session. All data were de-identified
after collection.

While the core protocol remained consistent across ses-
sions, in-person sessions used physical materials, whereas
remote sessions primarily relied mainly on shared Miro boards.
However, some remote participants (P7, P11, P19, and P21)
preferred to sketch on paper and share photos of their drawings
instead, and this was fully supported to maintain low barriers
to participation and accommodate individual comfort with
different tools.

D. Data Analysis

We employed a qualitative analysis strategy grounded in in-
ductive open coding within a reflexive thematic analysis frame-
work [13]. All audio recordings were manually transcribed,
and transcripts, participant-created artifacts, and field notes
were treated as a unified dataset. Through iterative, inductive
cycles of open coding [35], we identified salient experiences,
concerns, and design rationales across participants’ accounts.
Codes captured concepts such as experiences with digital
threats, scams across multiple channels, culturally shaped
interpretations of risk, decision-making cues, and expectations
for safety and support.

To analyze participant-generated design ideas, we conducted
lightweight affinity clustering of sketches, and sticky-note
comments. Similar design concepts were grouped to reveal
recurrent patterns in participants’ proposed features and to

support the emergence of early design groupings, consistent
with affinity diagramming practices in PD [30]. These clusters
were examined alongside transcript-based codes to ensure
alignment between expressed experiences and proposed design
solutions.

Throughout analysis, the research team met periodically
for peer debriefing, discussing emerging interpretations and
refining analytic focus. Through these iterative conversations,
initial codes and artifact clusters were developed into higher-
level themes characterizing how educational migrants navigate
unfamiliar digital environments and express their needs for
clear, culturally grounded, and context-aware safety support.
Finally, we integrated insights across transcripts, artifacts, and
affinity clusters to generate design implications showing how
future systems might assist educational migrants across email,
SMS, phone calls, and institutional communication platforms.
The first and second authors led the coding process, meeting
regularly to discuss code definitions and resolve disagreements
through consensus. Additional team discussions supported
reflexive interpretation rather than inter-rater reliability metrics
[39].

E. Ethical Considerations

Because this study involved discussing scams, digital risk,
and post-migration experiences in a small-group setting, we
designed the protocol to minimize potential discomfort and
privacy risks. Participants were informed in advance about the
study activities, recording practices, and their right to skip
any question without penalty or stop participation at any time.
They were not asked to share sensitive personal information
such as visa details, financial credentials, or legal documenta-
tion. To reduce privacy risks, no video was recorded, no third-
party or automated transcription services were used, and Zoom
AI features were disabled; audio recordings were manually
transcribed by the research team and de-identified prior to
analysis. Participants were reminded that group discussions
cannot guarantee complete confidentiality, and an anonymous
feedback form was provided after each session for anything
they preferred not to share in the group. Recordings were
deleted after transcription and verification, and all study data
were stored on access-controlled, university-managed systems.
Beyond procedural protections, we also attended to ethical
considerations in how this study was designed and how par-
ticipants’ experiences are represented. We used participatory
design to treat participants as co-designers rather than as sub-
jects being evaluated. We focus our analysis on contextual and
structural factors shaping digital risk instead of on individual
users.

F. Researcher Positionality

This work’s lens has been shaped by the researchers’
identities and lived experiences. The first author migrated to
the United States for education. Moreover, both the first and
second authors have remained actively engaged with interna-
tional student communities (i.e., university organizations for
international students from Bangladesh, Iran, India, Pakistan).
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Through these experiences, the authors have observed how
newly arrived students often rely on peer networks to navigate
unfamiliar digital environments and institutional systems. In
particular, the first author has observed that seeking advice
about scams, institutional communication, and online safety
practices is often an unanticipated challenge for newcomers,
especially when expectations about scam categories, legiti-
macy cues, and trusted communication channels differ from
those in their prior contexts. Developing an accurate mental
model of local scam patterns and institutional processes takes
time, and during this early period of transition, uncertainty
about whom to trust or where to seek guidance can increase
exposure to targeted scams. At the same time, all authors
are affiliated with a U.S. academic institution; while the
authors recognize the important role that international student
offices play in supporting students, the first author has also
observed that many newly arrived students are often unsure
whether such offices are the appropriate or safe place to
seek advice about digital security concerns, contributing to
confusion about where to turn for trusted guidance. To mitigate
potential power asymmetries, sessions were facilitated using
participatory design principles that positioned participants as
co-designers rather than research subjects, and participants
were explicitly encouraged to critique existing technologies,
institutions, and proposed design ideas.

IV. RESULTS

This section presents our findings, organized into three
parts. First, we describe the digital privacy and security
challenges that educational migrants encountered after arriving
in the United States. Next, we outline the design ideas and
proposed features generated by participants during the partic-
ipatory design sessions. Finally, we describe how participants
explored and incorporated AI capabilities into their envisioned
tools for supporting newcomers’ digital safety.

A. Digital Privacy and Security Challenges Encountered After
Migration

Across sessions, participants described encountering a range
of unfamiliar privacy and security risks shortly after arriving
in the United States. These challenges occurred across com-
munication channels such as phone calls, SMS, email, social
platforms, and housing or job-related interactions. Participants
noted that the volume and nature of threats differed substan-
tially from what they experienced in their home countries,
contributing to confusion, stress, and difficulty recognizing
legitimate communications. The following themes summarize
challenges that emerged from the data.

1) Cross-channel scams and impersonation: All of our
participants described receiving fraudulent calls, emails, or
messages after moving to the United States, often imperson-
ating government agencies or service providers. For example,
P17 explained: “I have been receiving non-stop calls from
IRS. . . the revenue department. And like they are not from
them, because the codes . . . I don’t know what countries plus

six two. So they are not even from America, but I’m receiving
them non-stop every day.”

Another participant (P15) encountered a threatening imper-
sonation attempt, stating: “I received a call. . . pretending to
be a Homeland Security officer and asking for my personal
information.”

These incidents created stress and uncertainty, particularly
because newcomers lacked familiarity with U.S. institutional
communication norms and struggled to determine whether
such communications were legitimate.

2) Housing and job-related information requests: Eleven
participants reported confusion regarding what information is
appropriate to share with housing companies or employers,
especially when asked for sensitive identifiers. For instance,
P4 described: “One [housing company] was asking for the
SSN number, and I was confused, should I share or not?... It’s
very personal.”

Six of them specifically mentioned about uncertainty in
job-related interactions. As P6 explained: “I’m looking for
internship for next summer. So I just shared all those details
when I’m applying for a job on some website, but they, uh, I
don’t know if they’re fake or real. And so, yeah, the number of
scam calls have been increased since I started job searching.”

These examples illustrate how unfamiliarity with U.S. hous-
ing and employment processes creates hesitation and potential
vulnerability for newcomers navigating early-stage digital in-
teractions.

3) Financial fraud and unauthorized transactions: Several
participants (8) described experiences with financial fraud and
unauthorized activity on their accounts. P2 recounted: “Some-
one was taking out my money. . . the scammer started with a
very small amount. . . then increased the amount slowly.”

The same participant expressed shock upon learning the
origin of the attacker: “The scammer. . . was from the Middle
East. I was shocked how the person. . . came to know about
my credit card number.”

These incidents created both financial and emotional strain
during an already stressful transition period.

4) Social media and identity-related concerns: Five partic-
ipants expressed concern about how easily personal informa-
tion could be gleaned or misused through social media. For
example, P1 stated: “It’s really easy to get scammed or get
our privacy leaked. . . there are social media [where] you can
get birthdate or location. . . it’s really easy.” Two participants
described experiencing or nearly encountering marketplace
fraud. P16 recounted a laptop scam attempt on Facebook
Marketplace: “The owner. . . kept asking them for money in
advance. . . she insisted that they do it today itself. . . This
sense of urgency then triggered something. . . I realized that
it’s a scam.”

These concerns highlight the challenges newcomers face
while managing multiple unfamiliar platforms and attempting
to maintain personal security online.

5) General confusion about U.S. digital and institutional
expectations: Three participants described uncertainty about
determining which communications, requests, and digital in-
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teractions were legitimate. As P1 explained: “This is kind of
confusion happening to me every day in USA. . . we have some
kind of indecision like this in most of the cases.”

Taken together, these challenges reflect not a lack of care
or effort by participants, but the difficulty of navigating unfa-
miliar institutions, communication norms, and cross-channel
digital environments during a period of transition. In the
next section, we show how participants’ design ideas directly
respond to these situational challenges and reframe them into
concrete forms of support.

B. Designs and Ideas Proposed by Participants

When we asked participants to imagine tools or features
that could help address the challenges described above, they
proposed a variety of design ideas grounded in their lived post-
migration experiences. These ideas reflected what they wished
they had during their early transition and what they believed
would support other newcomers facing similar challenges.

Our analysis produced seven thematic categories that rep-
resent how international students envisioned digital safety
support during their adaptation to the U.S. digital ecosys-
tem. These themes reflect cross-channel vulnerabilities (email,
SMS, phone), gaps in contextual understanding, and a desire
for both institutionally grounded and personalized assistance.
Below, we present each theme along with illustrative partici-
pant insights.

1) Theme 1: Reporting, Verification, and Investigative Feed-
back: In response to their frustration with opaque reporting
processes and uncertainty about what is legitimate, six par-
ticipants expressed strong interest in tools that allow them to
report, verify, and track suspicious activities. Many described
frustration with existing reporting systems that feel opaque or
unresponsive. Participants wanted features that not only submit
a report but also communicate status updates and outcomes.

For example, P1 proposed an app that would allow users to
“report a scam and actually see what happens after,” while P4
described a tool that could “copy–paste conversations or links
and tell me if this is real, and what I should do next.” Several
participants emphasized the emotional reassurance provided
by feedback loops. As P21 put it, “If I report something, I
want to know someone looked at it. Otherwise I feel ignored.”
Figure 2 shows example design concepts created by P1 and
P9.

These ideas show a desire for transparent, accountable
reporting channels that offer verification, follow-up, and clear
next steps.

2) Theme 2: Cross-Channel Scam Filtering for SMS and
Phone Calls: Because of the volume of scam calls described
earlier, a second cluster of design ideas proposed by five
participants focused on SMS and call filtering to address
the high volume of phone-based scams targeting newcomers.
Participants described receiving frequent fraudulent messages
or calls impersonating banks, government agencies, or em-
ployers.

P2 noted, “I get scam calls every day. I wish my phone could
just filter them like email spam.” Others envisioned clearer

Fig. 2. Participant-generated design concepts for reporting, verification, and
investigative feedback

visual cues or explanations. P6 proposed a tool that would
“highlight messages in red or green based on danger so you
don’t panic.” As shown in Figure 4, P14 also emphasized that
filters should “explain why it is suspicious, not just block it.”
Figure 3 shows example design concepts created by P2 and
P20.

These suggestions underline the need for intelligent, ex-
plainable mobile-based protection that helps users avoid social
engineering tactics over SMS and phone calls.

3) Theme 3: Migrant-Focused Scam Databases and Trend
Tracking: Four participants expressed interest in a central-
ized, migrant-aware scam database that could help new-
comers identify and understand emerging threats in the United
States. They envisioned a resource where users could browse
real scam examples, observe trends, and learn from the expe-
riences of other migrants.

P4 described an online platform where “people share their
scam stories anonymously so others can avoid them.” Sim-
ilarly, P22 proposed a service that “updates you regularly
about the latest scams happening in your area or targeting
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Fig. 3. Designs by P2 and P20 highlighting participants’ desire for tools that
scan suspicious SMS messages and phone calls

Fig. 4. Detailed design ideas from P14 and P6 on the expected behavior of
scam-filtering tools

international students.” As shown in Figure 5, P21 emphasized
the importance of collective knowledge, explaining that “when
newcomers land here, they don’t know the types of scams. A
shared database would help us quickly learn what to avoid.”

This theme highlights a desire for collective knowledge
infrastructures that support rapid adaptation to local threat
ecologies.

4) Theme 4: Guidance and Decision Support (Cues, Ex-
planations, and What-Not-to-Share): Because participants de-
scribed uncertainty about norms and expectations, eight par-
ticipants proposed tools that offer ongoing guidance about
what information to share online, how to interpret suspicious
content, and how to make safe decisions during everyday
digital interactions. These ideas emphasized lightweight sup-
port features that surface warning cues, explain red flags, and
provide situational advice when users feel uncertain.

As shown in Figure 6(a), P8 envisioned a feature that pro-

Fig. 5. Design concepts by P21 and P22 showing ideas for a migrant-focused
scam database

Fig. 6. Design concepts by P8 and P18 with tools for guidance and verifying
actions

vides “tips on what not to post online because sometimes you
don’t know what is sensitive here.” Similarly, P12 proposed a
warning system that “summarizes the cues and tells me, here
is why this message is risky.” P11 described a “smart scam
detector” designed to “tell you the warning signs before you
click.”

P18 extended this idea by designing a feature that connects
users with trusted resources or officials before taking action,
as illustrated in Figure 6(b). Participants described such tools
as especially helpful during moments of uncertainty or stress.
As P17 noted, “When you are new, you don’t know the culture.
Even small guidance helps a lot.”

5) Theme 5: Risk Assessment and Just-in-Time Support:
Four participants expressed the need for tools that assess
the risk of messages or interactions in the moment, offering
timely warnings or nudges when users are rushed, tired, or
emotionally overwhelmed. These ideas emphasized support
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Fig. 7. Design concepts for risk assessment and just-in-time guidance

during moments when newcomers felt most vulnerable to
making mistakes.

As shown in Figure 7(a), P12 shared an example of a
fraudulent SMS from their phone and sketched a design
illustrating how a risk assessment feature could flag suspicious
content. P7 proposed a broader feature that performs “risk
assessment and orientation training so students know what to
expect after arrival.”

P17 emphasized the importance of just-in-time interven-
tions, envisioning a chatbot-based warning system (Figure
7(b)): “Sometimes I’m sleepy or busy, and that’s when I make
mistakes. The system should warn me before I act.”

These ideas highlight the situational and temporal context
of scam vulnerability, suggesting that digital safety tools must
adapt to cognitive load and stress.

6) Theme 6: Protective Technical Capabilities: As par-
ticipants wanted stronger ways to verify authenticity, they
proposed a set of technical protections that support privacy
and safety at a deeper infrastructural level. Their ideas focused
on mechanisms that help newcomers verify authenticity,
interpret unfamiliar communications, and guard against
hidden risks.

P15 envisioned encryption and stronger authentication
features, including a verification key that would allow users to
confirm the identity of anyone contacting them. P9 emphasized
the need for automatic translation and warning systems for
messages written in unfamiliar or hostile languages, explaining
that “If someone sends you a scam in another language, you
can’t even understand the threat. It needs to translate and
warn you.” Similarly, P15 argued for more robust identity
verification, stating that “There should be a universal key or
authentication so you know who is contacting you.”

These ideas highlight participants’ interest in cryptographic,
linguistic, and verification-oriented capabilities that can help

Fig. 8. Design by P15 showing proposed authentication and verification
features

newcomers navigate unfamiliar digital ecosystems with greater
confidence.

7) Theme 7: University-Integrated Digital Safety Support:
Two participants proposed integrating digital safety function-
ality directly into university systems, reflecting their view that
institutions serve as trusted anchors during the early stages of
migration. P13 sketched a chatbot integrated into the university
website (Figure 9) that would allow students to ask questions
such as “is this email real?” P13 also suggested adding a
dedicated portal section where newcomers could “learn what
to expect after moving here, like common scams or what not
to share with housing companies.”

Participants described universities as uniquely positioned
because “students trust school websites more than random
apps” (P16). This theme highlights institutional integration as
a critical pathway for supporting newcomers during their most
vulnerable moments.

Taken together, these themes show that participants do not
think of security as a single feature or platform-level fix.
Instead, they envision a migration-responsive safety ecosystem
that combines orientation, cross-channel sensemaking, institu-
tional anchoring, and just-in-time support across moments of
uncertainty.

C. Exploring AI Roles in Participants’ Design Concepts

After articulating concrete design ideas, the AI capabil-
ity activity served as a reflective step to help participants
describe and reason about what kinds of system behaviors
their concepts implied. The participants were introduced to
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Fig. 9. Design concept by P13 with university-integrated safety support

eight high-level AI capabilities drawn from Yildirim et al.
[68]: detect, identify, act, estimate, generate, discover, com-
pare, and forecast. As described in our PD protocol, these
capabilities were used as an abstract, optional scaffold to
support discussion, not as a requirement that participants
design AI-based systems. They were selected because they
represent broad, conceptual “roles” that AI systems can play
in supporting user tasks, without requiring technical expertise
or knowledge of specific algorithms. This activity was included
to help participants reflect on how such capabilities might
complement, extend, or constrain the tools they had already
envisioned. The goal was not to assess feasibility, but to
understand how newcomers imagine responsible and useful
system support within unfamiliar digital ecosystems.

Overall, participants linked their design ideas to multiple AI
roles. The most frequently selected capabilities were detect
(14 participants) and identify (13 participants), reflecting a
strong desire for systems that surface suspicious patterns, high-
light red flags, and reduce cognitive burden. Participants also
associated their concepts with estimate (8), act (7), generate
(4), discover (4), compare (3), and forecast (3), demonstrating
nuanced expectations for how AI could support judgment and
contextualize digital risks. Figure 10 visualizes the frequency
of each capability selected by participants.

Participants emphasized that these capabilities must be
transparent and supportive rather than autonomous. P6 noted
that AI could “detect and warn me, but I still want the final say
with some suggestions,” while P11 explained that estimation
tools should “explain why something looks risky so you can
learn for next time.” Others highlighted scenario-specific uses,
such as P17’s suggestion that AI could “discover patterns in
migrant-targeted scams and generate examples to help new
students understand how they happen” and P20’s idea that AI
might “predict which scams are trending right now and flag
similar ones for students.”

Fig. 10. Frequency of AI capabilities selected by participants

Across sessions, participants framed AI not as a replace-
ment for human judgment, but as a contextual layer of support
that can surface cues, evaluate risks, translate unfamiliar
content, connect reports to resources, and highlight emerging
scam patterns. These views align with their broader emphasis
on transparency, cultural grounding, and human-in-the-loop
decision-making.

V. DISCUSSION

We synthesize our findings to derive design implications
for migration-responsive, ecosystem-level security and privacy
support that move beyond platform-specific interventions.

A. Context-Aware Security and Privacy for Educational Mi-
grants from the Global South

Our findings demonstrate that educational migrants from
the Global South navigate digital risk under conditions that
differ markedly from populations typically examined in usable
security research. Prior work shows that newcomers need
to navigate unfamiliar digital norms, shifting privacy expec-
tations, and unfamiliar institutional communication patterns
when entering a new country [41], [59], [37]. Participants
in our study similarly struggled to interpret legitimacy across
email, SMS, phone calls, and messaging apps, especially when
messages appeared urgent, authoritative, or procedurally unfa-
miliar. Several participants described how situational pressures
such as housing deadlines, visa requirements, and academic
onboarding increased cognitive load, which in some cases
made plausible but deceptive messages harder to evaluate [14].

In addition to these migration and situational factors, par-
ticipants’ cultural and political backgrounds shaped how they
evaluated authority, formality, and trust. As shown in cross-
cultural usable security research, individuals rely on cultur-
ally informed mental models when judging legitimacy [29],
which can conflict with host-country communication styles
or warning conventions. Participants also carried expectations
from their home countries about how institutions communi-
cate, what counts as an “official” channel, or how quickly
authorities respond. Scammers leveraged these expectations

10



through impersonation and cross-channel reinforcement [23],
[50].

Taken together, these findings point to the need for context-
aware, culturally grounded security and privacy approaches
that respond to migration stage, situational pressure, and the
cross-channel nature of newcomers’ digital ecosystems. Rather
than assuming users who are already familiar with local dig-
ital norms, context-aware systems should help migrants con-
nect signals across channels, interpret unfamiliar institutional
communication patterns, and make sense of ambiguous cues
during a period of sociotechnical transition. Such grounding
is essential for designing security interventions that align
with educational migrants’ lived experiences and support safer
navigation of complex digital environments.

B. Design Needs and Migration-Responsive Features Across
the Scam Ecosystem

Our findings reveal that educational migrants require secu-
rity support that spans the full scam ecosystem rather than
isolated channels or platforms. Participants routinely encoun-
tered scams that moved fluidly between email, SMS, phone
calls, and messaging apps, mirroring broader evidence that
contemporary fraud operates as a coordinated, multi-channel
process [64], [51]. Because newcomers often interpreted each
message independently, they expressed the need for features
that help them recognize connections across communications.
Examples included alerts that identify repeated sender patterns,
conflicting information, or unexpected switches from one
channel to another.

Participants also described the challenges of interpreting
institutional communication during moments of high cognitive
load, such as housing searches, visa appointments, or uni-
versity onboarding. Prior work shows that stress and divided
attention significantly reduce users’ ability to notice or act
on security cues [14], [24]. To address these constraints,
participants envisioned designs that provide clear, concise, and
actionable guidance, including migration-specific orientation
tools, examples of legitimate institutional communication, and
step-by-step verification workflows (Fig.11). These ideas align
with calls for ecosystem-level safety interventions that move
beyond platform-specific alerts [22].

Beyond detection, participants emphasized the importance
of low-effort reporting and help-seeking features tailored to
newcomers’ unfamiliarity with local institutions. They sought
ways to quickly flag suspicious messages, compare com-
munications across channels, and request assistance without
fear of making mistakes. These participant-generated concepts
highlight the need for migration-responsive design approaches
that integrate orientation, detection, reporting, and verification
within a unified, cross-channel safety experience. Participants
wanted university-integrated portals that combined verification
tools, scam education, and advisories customized for the
newcomers.

Fig. 11. Orientation challenges experienced by educational migrants (Point 1)
and the four migrant-centered security features they identified as necessary for
safer digital navigation (Points 2–5). Together, these elements illustrate how
post-migration difficulties shape participants’ visions for supportive, context-
aware privacy and security tools.

C. AI-Assisted Security: Opportunities, Capabilities, and
Human-in-the-Loop Cautions

Because we used AI capability roles as a reflective scaffold
during the participatory design sessions, rather than as a
requirement to design AI systems, participants’ discussions
of AI reveal how they imagine automated assistance fitting
(or not fitting) into their existing sensemaking and verification
practices. In our study, participants associated their design
ideas with multiple AI roles such as, detection, translation,
guidance, and pattern discovery but emphasized clear bound-
aries around autonomy, transparency, and user control. They
viewed AI as a potentially valuable resource for detecting
inconsistencies across messages and supporting them as they
navigate unfamiliar host-country communication norms. Their
ideas echo emerging work on AI-supported phishing detection
and anomaly identification [55], but extend it to the cross-
channel ecologies that shaped their lived experiences. Partici-
pants imagined AI tools that could compare message content
across email and SMS, identify deviations from legitimate
institutional patterns, highlight suspicious sender behavior, or
provide contextual explanations about typical procedures. For
newcomers navigating a period of transition and uncertainty,
such capabilities could offer meaningful support.

However, our findings also reveal critical cautions. Partici-
pants expressed concern about misunderstanding AI judgments
or relying on them too heavily. This reflects prior evidence
that users struggle when AI explanations do not match their
mental models [24], [40], [33]. Several worried about false
positives that might increase stress or undermine trust in
legitimate institutional communication. These concerns under-
score the importance of human-in-the-loop approaches where
AI surfaces anomalies but users remain the final decision
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makers, supported by transparent, culturally accessible, and
migration-aware explanations. Participants stressed that AI
should detect and contextualize suspicious content but leave
the final decision to the user.

Moreover, AI systems that ignore cultural, linguistic, or sit-
uational context may misinterpret benign variations in commu-
nication style or fail to recognize threats that exploit migration-
specific circumstances and transitional pressures. Prior work
shows that security cues often carry different meanings across
cultural backgrounds [54], [33]. As such, AI-assisted security
for educational migrants must be designed with caution: em-
phasizing interpretability, minimizing unnecessary alarms, and
embedding safeguards that allow users to question, override,
or request clarification about system outputs. These consid-
erations are essential for developing AI tools that enhance,
rather than complicate, newcomers’ navigation of complex
cross-channel scams.

Together, our work suggest that future AI-assisted security
tools for educational migrants should prioritize explainability,
cultural grounding, and human-in-the-loop control rather than
automation-first approaches.

VI. LIMITATIONS AND FUTURE WORK

While this study contributes new insights into the digital
security experiences of educational migrants from the Global
South and their design visions for protective technologies,
several limitations should be acknowledged. Our sample of
22 participants, though intentionally composed of students
navigating early-stage migration, does not capture the full
heterogeneity of international student populations. Digital
practices and threat exposures may differ by socio-economic
background, academic discipline, institutional support struc-
tures, language proficiency, or migration pathway. Future work
could expand to larger and more varied samples, including stu-
dents in community colleges, intensive English programs, or
migrants outside formal higher education systems. Moreover,
further work could formalize these findings into a migration-
situated threat model that captures impersonation pathways,
cross-channel reinforcement patterns, and institutional trust
exploitation strategies.

Our data were collected through participatory design ses-
sions and self-reported accounts, which may be shaped by
recall bias, selective disclosure, or participants’ uncertainty
about which experiences “count” as security threats. In ad-
dition, we used a single storyboard scenario as a generative
grounding prompt rather than a comprehensive coverage of
the threat landscape. Although participants were encouraged
to move beyond the scenario and draw on any relevant
experience, different scenarios (e.g., housing, employment,
financial services, or government communication) might elicit
different design priorities. Complementary methods such as
diary studies, ecological momentary assessment, or analyses
of real-world scam exposures could provide more granular
insight into how threats unfold and how newcomers assess
and respond to risk in situ.

Because we focused specifically on educational migrants,
our findings may not generalize to other migrant groups (such
as work-based migrants, refugees, and asylum-seekers) whose
sociotechnical constraints and threat ecologies may differ
substantially. Future research should examine how security
challenges vary across migration types, cultural backgrounds,
and stages of settlement, and how context-aware security needs
evolve over time.

Finally, while we used AI capability roles only as a con-
ceptual scaffold to help participants articulate desired system
behaviors, rather than to evaluate or propose specific AI sys-
tems, participants’ responses highlight important directions for
future work. In particular, further research is needed to explore
how explainable, human-in-the-loop, and culturally grounded
AI-assisted security tools might be designed, evaluated, and
governed in ways that support migrants without undermining
trust, agency, or institutional understanding. Longitudinal stud-
ies could also examine how perceptions of risk, trust in such
tools, and expectations of human-centered automation change
over the course of migrants’ adaptation processes.

VII. CONCLUSION

This study examined how educational migrants from the
Global South encounter and interpret digital threats during
their early transition into the U.S. sociotechnical environ-
ment and demonstrated how participatory design can surface
migration-responsive security needs. Our findings show how
unfamiliar communication norms, limited local knowledge,
and cross-channel scam practices shape newcomers’ vul-
nerability, and how participants envision tools that provide
clearer verification, cross-channel detection, migrant-focused
orientation resources, contextual guidance, and protective ca-
pabilities integrated into institutional systems. Participants also
articulated opportunities for AI-assisted features, emphasizing
detection, anomaly identification, and interpretable explana-
tions that reduce uncertainty while preserving user control.
By centering newcomers’ lived experiences and design con-
tributions, this work highlights the importance of transparent,
culturally grounded, and context-aware digital safety support
during periods of adjustment and points toward the need for
human-in-the-loop, migration-aware, ecosystem-level security
interventions that better support educational migrants navigat-
ing unfamiliar digital environments.
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APPENDIX

This appendix provides supplementary materials to support
methodological transparency, including recruitment text, con-
sent procedures, and the participatory design protocol used in
the study.

A. Recruitment Email Script

The following text was used for recruitment via social media
posts and flyers:

Receive $20 if Selected for Our Research Study on
Designing Privacy & Security Features for International
Students

Researchers at UNC Charlotte (UNCC) are conducting a
research study on the digital privacy and security needs of
international students in the United States. We are seeking
participants to help us designing better privacy and security
tools through participatory design (PD) sessions.

Who are International Students? For this study, inter-
national students are defined as individuals who have moved
from another country to the U.S. primarily for educational
purposes.

About the Study: This study explores how international
students manage digital privacy and security during post-
migration transitions and collaboratively designs features to
better support their needs across digital platforms.

Participant Criteria:
• Aged 18 or older
• Moved to the U.S. primarily for educational purposes
• Able to attend an in-person PD session at UNCC or a

virtual session via Zoom
Study Details: Participants will take part in a participatory

design session involving group discussion and collaborative
design activities. Sessions will last no more than two hours
and will be audio recorded. Participants may create sketches
or design artifacts. Upon completion, participants will receive
a $20 Amazon e-gift card.

How to Get Involved: If you are interested in participating,
please complete a brief eligibility survey to determine your
eligibility and provide your contact information.
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If you have any questions about the study, please contact
the researchers via the provided email addresses. Thank you
for your time and help!

B. Consent Process

The study followed a two-stage consent process:
Consent 1: Eligibility Survey Consent. Before completing

the eligibility survey, individuals reviewed an online consent
form describing the study purpose, voluntary nature of partic-
ipation, confidentiality, and the absence of compensation for
completing the survey alone. Only non-sensitive demographic
information was collected. Identifying information from indi-
viduals not selected for the PD sessions was deleted.

Consent 2: Participatory Design Session Consent. Se-
lected participants received a detailed consent form prior to the
PD session. This form described session activities, recording
procedures, potential risks, compensation, and participants’
rights. Verbal consent was reconfirmed at the start of each
session.

C. Participatory Design Protocol

Participatory design sessions were conducted in small
groups of two to four participants and lasted approximately
83 minutes on average. Sessions were held either in person at
UNCC usability lab or remotely via Zoom.

Each session followed a consistent structure:
1) Introduction to the study and confirmation of consent
2) Discussion of participants’ post-migration digital expe-

riences, including privacy and security concerns using
the storyboard

3) Reflection on past encounters with scams or digital
threats

4) Design activity in which participants sketched or de-
scribed desired privacy and security features

5) Group discussion and feedback on proposed design ideas
6) Exploring the AI capability roles (detect, estimate, act,

forecast, identify, generate, compare, discover) for their
design ideas

In-person sessions used paper-based materials (e.g., pens,
markers, and paper), while remote sessions used a shared
Miro board. Audio was recorded for all sessions; no video
was recorded. As each session involved a small group
discussion, an anonymous Google Form was provided
after each session to allow participants to share additional
feedback privately if desired. Participants who completed a
full participatory design session received a $20 Amazon e-gift
card as compensation for their time

D. Code Book
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TABLE II
CODEBOOK FOR DIGITAL PRIVACY AND SECURITY CHALLENGES AFTER MIGRATION

Theme Description Representative Quotes
Cross-channel scams and imper-
sonation

Participants received fraudulent calls, emails, or
messages impersonating government agencies or
service providers, often across multiple chan-
nels.

“I have been receiving non-stop calls from IRS... they
are not even from America.” (P17); “I received a call
pretending to be a Homeland Security officer.” (P15)

Housing and job-related informa-
tion requests

Confusion about what personal information is
legitimate to share with housing providers or
employers, especially sensitive identifiers such
as SSN.

“One [housing company] was asking for the SSN num-
ber, and I was confused, should I share or not?” (P4);
“Since I started job searching, the number of scam calls
increased.” (P6)

Financial fraud and unauthorized
transactions

Experiences with unauthorized charges and
gradual financial theft.

“Someone was taking out my money... the scammer
started with a very small amount... then increased the
amount slowly.” (P2)

Social media and identity-related
concerns

Concerns that personal information from social
media or marketplaces is used to target scams
or fraud.

“It’s really easy to get scammed... social media shows
birthdate or location.” (P1); “They kept asking for money
in advance... that urgency triggered something... I realized
it’s a scam.” (P16)

General confusion about U.S. dig-
ital and institutional expectations

Ongoing uncertainty about which communica-
tions and requests are legitimate in the U.S.
context.

“This confusion is happening to me every day in USA...
we have indecision in most cases.” (P1)

TABLE III
CODEBOOK FOR PARTICIPANT-GENERATED DESIGN THEMES

Theme Design Goal Representative Quotes
Theme 1: Reporting, Verification, and Inves-
tigative Feedback

Make reporting visible, transparent, and actionable. “I want to report a scam and see what happens
after.” (P1); “Copy–paste and tell me if this is real,
and what I should do next.” (P4)

Theme 2: Cross-Channel Scam Filtering for
SMS and Phone Calls

Reduce scam overload and explain why messages are
suspicious.

“I wish my phone could filter them like email
spam.” (P2); “Explain why it is suspicious, not just
block it.” (P14)

Theme 3: Migrant-Focused Scam Databases
and Trend Tracking

Support collective learning about scams targeting
migrants.

“People share scam stories so others can avoid
them.” (P4); “Update about the latest scams hap-
pening in your area.” (P22)

Theme 4: Guidance and Decision Support
(Cues, Explanations, and What-Not-to-Share)

Provide lightweight guidance about safe actions and
red flags.

“Tips on what not to post online.” (P8); “Summa-
rizes the cues and tells me why this message is
risky.” (P12)

Theme 5: Risk Assessment and Just-in-Time
Support

Warn users during moments of stress, fatigue, or
urgency.

“Sometimes I’m sleepy or busy, and that’s when I
make mistakes.” (P17)

Theme 6: Protective Technical Capabilities Support verification, translation, and authentication
at a technical level.

“There should be a universal key or authentication
so you know who is contacting you.” (P15)

Theme 7: University-Integrated Digital Safety
Support

Embed safety support into trusted university systems. “Students trust school websites more than random
apps.” (P16)
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