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Introduction. The rapid advancement of Autonomous Driv-
ing (AD) vehicles, exemplified by companies like Waymo
offering 24/7 paid taxi services, highlights the paramount
importance of ensuring AD vehicles’ compliance with various
policies, such as safety regulations, traffic rules, and mission
directives. Recent security research [1]–[3] has demonstrated
that attackers could cause safety violations in AD systems
by exploiting internal bugs via controlling the surrounding
environment or other vehicles on the road. Despite signifi-
cant progress in the development of automated AD security
testing tools, there has been a notable absence of research
on attributing the causes of driving violations to a certain
component execution in such complicated distributed systems
to help diagnose the internal bug and thus make the software
secure. Counterfactual causality analysis has emerged as a
promising approach for identifying the root cause of program
failures. While it has demonstrated effectiveness in pinpointing
error-inducing inputs, its direct application to the AV context
to determine which computation result, generated by which
component, serves as the root cause poses a considerable
challenge since it is not trivial to straightforwardly elimi-
nate the influence of a specific internal component output
to establish the causal relationship between the output of
each component and a system-level driving violation. In this
work, we propose a novel driving violation cause analysis
tool. We design idealized component substitutes to enable
counterfactual analysis of ADS components by leveraging the
unique opportunity provided by the simulation.

Demonstration Plan. In the demo, we will show an end-to-
end visualized process to demonstrate the usage of our novel
cause analysis tool, which can analyze the cause of a system-
level driving violation from a driving record that includes
>1000 different component executions. We will create the
demo based on industry-grade AD software and simulator
(e.g., Apollo [4], LGSVL [5]).
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Conclusion: Planning component is the cause of the violation

Fig. 1. (a) The original driving trace where AD software fails to execute
the driving task. (b) After replacing the components except planning with
idealized substitutes (the changes of the execution graph are shown in the
figure), the AD software still fails to execute the driving task. This is
an indicator that the root cause is the planning component based on the
counterfactual causality.

An Illustration of our Tool. We present a potential il-
lustration of our tool based on a vulnerability discovered
by PlanFuzz [3] in Fig. 1. Two off-road static obstacles
controlled by the attackers could trigger the vulnerability
and force the AD vehicle to stop permanently and fail to
complete the driving tasks (driving task violation). The testing
results remain the same after replacing components except for
planning with idealized substitutes (our novel design to remove
the effects of certain modules or component outputs while still
maintaining the test to be valid), indicating that this violation is
caused by the outputs generated from the planning component.
We further apply this idea to diagnose which specific output
is the cause with counterfactual analysis.
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