WIP: Adversarial Retroreflective Patches: A Novel Stealthy Attack on Traffic Sign Recognition at Night
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Abstract—Traffic signs, essential for communicating critical rules to ensure safe and efficient traffic for entities such as pedestrians and motor vehicles, must be reliably recognized, especially in the realm of autonomous driving. However, recent studies have revealed vulnerabilities in vision-based traffic sign recognition systems to adversarial attacks, typically involving small stickers or laser projections. Our work advances this frontier by exploring a novel attack vector, the Adversarial Retroreflective Patch (ARP) attack. This method is stealthy and particularly effective at night by exploiting the optical properties of retroreflective materials, which reflect light back to its source. By applying retroreflective patches to traffic signs, the reflected light from the vehicle’s headlights interferes with the camera, causing perturbations that hinder the traffic sign recognition model’s ability to correctly detect the signs. In our preliminary study, we conducted a feasibility study of ARP attacks and observed that while a 100% attack success rate is achievable in digital simulations, it decreases to less than or equal to 90% in physical experiments. Finally, we discuss the current challenges and outline our future plans. This research gains significance in the context of autonomous vehicles’ 24/7 operation, emphasizing the critical need to assess sensor and AI vulnerabilities, especially in low-light nighttime environments, to ensure the continued safety and reliability of self-driving technologies.

I. INTRODUCTION

Traffic signs, essential for communicating critical traffic rules, are fundamental to the safety and efficiency of all road users, including pedestrians and motor vehicles. Their compliance is particularly critical in autonomous driving to prevent significant physical and human damages. To recognize traffic signs, the vision-based traffic sign recognition systems [1], [2] are widely adopted in many vehicles. However, many recent studies [3]–[7] have actively reported that vision-based traffic sign recognition systems could be vulnerable to against adversarial attacks with malicious stickers [2]–[4], visible light projection [5], [6], [8] or IR laser projection attacks [7]. While these attacks are effective and stealthy in their targeted scenarios, each attack has complementary pros and cons. Patch attacks [3], [4] are always visible to everyone, and pedestrians or road guards may notice and remove them. Light or laser projection attacks [5]–[8] can be effective only for the target victim by selectively turning on and off the light or laser.

Fig. 1: Overview of the ARP Attack. The patch becomes visible only when the headlights shine on it, and the attack takes place. Our attacks are highly stealthy at daytime.

However, this implies that the attacker, or at the very least the equipment utilized in the attack, must be present in close proximity to the target traffic sign.

To advance the frontier and address limitations in existing adversarial attack research, we introduce the Adversarial Reflective Patch (ARP) as a novel attack vector. ARP employs stealthy reflective patches, transparent or matching the background color, that are imperceptible during the day but become visible when exposed to vehicle headlights at night. The ARP uses retroreflective materials that are specially designed to reflect light back to its source. This property enables the ARP to create adversarial patterns that are only visible under nighttime illumination, effectively misleading traffic sign detection or classification systems while maintaining a high degree of stealth in daylight conditions. The covert nature of these patches, which only become visible under strong illumination in the dark, greatly enhances their stealthiness, making it a versatile and easy-to-deploy tool for challenging autonomous vehicle security.

In our study, we thoroughly examined the effectiveness of ARP, using both digital and real-world experiments. We first focused on outlining ARP’s threat model and its optimization strategies. The impact of ARP on traffic sign recognition was then carefully evaluated using the YOLOv3 Tiny model [9] trained on the COCO dataset [10], where we achieved a success rate of up to 100% in digital simulations. The study was subsequently extended to real-world scenarios, applying ARP to actual traffic signs and observing a success rate of up to 90%. Furthermore, the paper discusses future research directions, particularly in developing defense methods against...
ARP and evaluating its broader implications for automated vehicle systems.

Our work-in-progress paper explores the feasibility of ARP attack during nighttime, its primary operational scenario due to its reliance on light reflection. The relevance of our research is underscored by an important development in the field: starting in August 2023, the California Public Utilities Commission granted GM Cruise [11] and Alphabet’s Waymo [12] authorization to operate unmanned self-driving taxi cabs 24/7 in San Francisco [13]. In an era where 24/7 operation of autonomous vehicles is now commonplace, the critical need to assess sensor and AI vulnerabilities, especially in nighttime environments, is even more pronounced. This shift emphasizes the importance of our research in ensuring the continued safety and reliability of self-driving technologies.

II. BACKGROUND AND RELATED WORK

A. Vision-Based Traffic Sign Recognition

In the field of autonomous driving, Traffic Sign Recognition (TSR) is a critical safety feature that involves the real-time identification of traffic signs from images captured by vehicle-mounted cameras. This is primarily achieved through advanced object detection models based on Deep Neural Networks (DNNs), which are an integral part of Level 4 autonomous driving technologies and Advanced Driver Assistance Systems (ADAS) found in brands such as Tesla [14] and Toyota [15]. These systems enhance vehicle safety by ensuring that traffic signs are accurately detected and acted upon.

DNN-based TSR models are designed to quickly and accurately detect specific traffic sign in images or video feeds. They take input from the vehicle’s cameras and output the classification of the identified object along with its location in the form of bounding boxes. These bounding boxes include the object’s position and a confidence score that represents the likelihood of the object’s presence in the scene. An object is confirmed to be present if its confidence score exceeds a certain threshold, resulting in the display of a bounding box. Conversely, objects with confidence scores below this threshold are ignored and no bounding box is reported, effectively ignoring objects that are considered unlikely to be present.

B. Reflective Materials

Reflection can be categorized into three distinct types: 1) diffuse reflection, 2) specular reflection, and 3) retroreflection. Table I shows a comparison of three reflection properties. “Single Direction” indicates whether the reflection is limited to a single direction, and “Direction” indicates the specific direction of the reflection. Diffuse reflection is characterized by its ability to emit light of equal intensity in multiple directions, regardless of the angle of incidence. In contrast, specular reflection occurs when light is reflected in a manner that the angle of incidence and the angle of reflection are equal. Finally, retroreflection is characterized by the property of strongly reflecting incident light back in its original direction as shown in Fig. 2. This type of reflective material is mainly used for traffic signs. In this study, we attach patches with reflective properties to traffic signs and the color of the patch is the same as that of the traffic sign. Therefore, regardless of the type of reflection, when the patch is not illuminated, it appears natural to humans. On the other hand, when the headlight hits the reflective patch, light is reflected according to the reflective characteristics of the reflective patch. As a result of this reflection, the reflected light enters the camera of the automatic vehicle, resulting in a perturbation. This perturbation leads to problems in traffic sign recognition, specifically causing phenomena such as detection avoidance and misclassification.

C. Physical-World Adversarial Attacks against TSR systems

In this section, we analyze current attack strategies and explore the effectiveness of our proposed approach. Existing attack methods towards object detection models include applying stickers and projecting visible patterns. Nevertheless, these methods have problems with nighttime effectiveness and stealth. In attacks using patches, their color differs from that of traffic signs, which makes them less stealthy. In addition to this, these attacks mainly focus on the daytime and the effectiveness of attacks in night time is unclear. Although projector-based attacks such as Phantom Attack [8] and SLAP [5] focus on nighttime attacks, they rely on the use of projectors. This dependence increases the risk of police detection and restricts their effectiveness. Our study proposes a new method that uses reflective patches to address these issues. This method does not require projectors or other equipment and, unlike existing adversarial patch attacks, uses reflective patches of the same color as the traffic signs. This approach achieves effective adversarial patch attacks on DNNs at night while maintaining high stealthiness during the day.

III. METHODOLOGY

A. Threat Model and Attack Goals

Fig. 1 shows an overview of our ARP attack. We generally follow the similar threat models adopted in prior patch attacks [2]–[4]. The major difference is that the ARP attack patch is enabled by the headlights of the victim vehicles at night so that the patch can be very stealthy at daytime and stealthy to other vehicles or pedestrians even at night since the retroreflective materials reflect the majority of lights back to its light source. Thus, we assume that the adversary can know the camera and headlights used in the victim vehicle, but we do not assume white-box access to the traffic sign recognition.

![Fig. 2: Retroreflective light path (left) and actual retroreflective material when illuminated (right). The reflected light has the property of returning to the light source.](image-url)

<table>
<thead>
<tr>
<th>Reflection Type</th>
<th>Single Direction</th>
<th>Direction</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffuse reflection</td>
<td>No</td>
<td>Random</td>
<td>Low</td>
</tr>
<tr>
<td>Specular reflection</td>
<td>Yes</td>
<td>Directional</td>
<td>High</td>
</tr>
<tr>
<td>Retroreflection</td>
<td>Yes</td>
<td>Backward</td>
<td>High</td>
</tr>
</tbody>
</table>
model, i.e., the ARP attack is a black-box attack. The ARP attack consists of the following three steps:

**Collect the images of the target sign.** The attacker selects target traffic signs and takes photos of the target signs at night, with the vehicle’s headlights illuminating them. These photos are used in later steps to optimize patch placement.

**Generate and deploy the ARP attack patches.** Using the obtained images, the attacker optimizes the placement of the patches on the traffic signs. The details of this optimization process are described in the following sections. Following the optimization results, the attacker applies reflective patches to the targeted traffic signs.

**Wait for the victim vehicle to pass by the attack sign.** Finally, the deployed ARP attack will be automatically enabled by the illumination from the victim’s headlights. We note that the attacker does not need to be directly present at the location while they may want to stay nearby to observe the consequence of the attack.

The main goal of the ARP attack is to cause misidentification of traffic sign recognition tasks at nighttime, which could lead to accidents.

### B. Optimization for Adversarial Reflective Patch Attacks

We present the methodology for optimizing the placement of adversarial reflective patches used in ARP attacks. The optimization process consists of three steps: **Step 1:** Locating traffic signs in images, **Step 2:** dividing the identified signs into a grid, and **Step 3:** searching for optimal grid positions to place patches. Fig. 3 presents an overview of the procedure. While patch design can vary in placement, size, and shape, this paper focuses primarily on optimizing placement for simplicity. The size of each patch is set to one-tenth the height and one-fifth the width of the traffic sign.

**Step 1:** To locate traffic signs in images, object detection is performed using YOLOv3-tiny, resulting in bounding boxes around the identified signs.

**Step 2:** The bounding box of each traffic sign identified in step 1 is divided into a grid of 10 vertical by 5 horizontal sections (see Fig. 3). This grid provides potential placement areas for reflective patches.

**Step 3:** Assuming the patches reflect white color, image processing is used to simulate reflection and optimize placement. Beam search, a widely-used heuristic search method, is adopted due to the large number of possible patch positions. This approach efficiently balances accuracy and computational complexity. Due to the space limitation, we omit the details of the algorithm. The beam width, $b$, is an important parameter that determines the breadth of the search. A larger $b$ value expands the search area, potentially improving the results, but also increases the computational complexity. In this study, we empirically set the beam width to $b = 3$.

We note that the approaches described here are only one of many possible strategies. The grid size used in this study was determined empirically. However, there is room for optimization in this area as well, which will be further discussed in future work (§VI).

---

**Fig. 3:** Overview of optimization for patch placement of Adversarial Reflective Patch Attacks. We use image processing and beam search for search for the best patches’ placement.

**Fig. 4:** Experimental setup for taking photos at night.

**Fig. 5:** Physical-World Demo of ARP attacks illuminated by headlights at night.

### IV. EVALUATION IN DIGITAL SPACE

#### A. Experimental Setup

As described in §III, our proposed attack begins with capturing images of traffic signs illuminated by headlights at night. In the following, we describe the detail of the equipment we use in the experiment especially in taking photos of the traffic sign. Fig. 4 presents the appearance of the experimental setup in taking the images of traffic signs and examples of photographs taken at this setup. Fig. 5 presents the example of photos of traffic signs with adversarial patches illuminated by headlights. As the targeted traffic sign in this evaluation, we use a STOP sign which is the US standard Manual on Uniform Traffic Control Devices (MUTCD). The size of the sign is 30 inches, and it is constructed of reflective aluminum. For car’s headlights, we utilize a 7-inch headlight unit, typically used on motorcycles. This headlight’s color temperature is pure white with a range of 6000 K to 6500 K. The light mode offers two options: high beam (3400 LM) and low beam (2800 LM) and we use a low beam. A mirrorless camera is used to collect the STOP sign images. Photographs are taken in auto mode with the focus centered on the STOP sign. The reflective tape to create the adversarial patch described below is red, soft, high-
intensity prismatic reflective tape. The tape measures 0.26 mm in thickness and is 50 mm wide.

The headlight’s height matches that of the center of the STOP sign, and its optical axis aligns with the center of the STOP sign. Therefore, the distance from the STOP sign to the headlight is the same as that from the STOP sign to the camera. We utilize YOLOv3-tiny trained on the COCO dataset as the object detection model. YOLOv3-tiny is lightweight and has better real-time performance than other models. Therefore, we used YOLOv3-tiny as a potential model for object detection and traffic sign detection used in automated driving systems. The reason we use the model trained on the COCO dataset is this dataset has a “STOP Sign” class. The default confidence threshold for determining the presence of an object is 0.4. In other words, if the confidence level is less than 0.4, the object is assumed not to exist. In this experimental setup, YOLOv3-tiny is able to detect a sign taken from the front at a distance of 5 m from the STOP sign with a high probability of 85%.

### Evaluation Procedure

We outline the evaluation procedure, which primarily consists of four steps.

**Step 1:** In this step, we take pictures of STOP signs according to the experimental specifications. This involves varying the distance \(d\) and angle \(\theta\) as shown in Fig. 6. We take 20 photographs for each set of \(d\) and \(\theta\).

**Step 2:** Here, we optimize the placement of patches. To optimize placement, we conduct this process using a photograph taken under specific conditions where \(d = 5\) and \(\theta = 0\).

**Step 3:** In this step, we apply the patch to the traffic sign at the paste position optimized in Step 2. Please note that the optimized patch position for one photo at \(d = 5\), \(\theta = 0\) also applies to photos taken at other distances and angles. The process involves using YOLOv3-tiny to identify the regions of the STOP sign, dividing them into grids, and digitally applying the patch according to the optimized placement from Step 2.

**Step 4** With modified image in Step 3, analyze to investigate whether it can be detected by YOLOv3-tiny and calculate the attack success rate.

### B. Results and Observations

Table III (left) shows the observed success rates of ARP attacks at various distances. The data shows that ARP attacks tend to be more successful at the 5-meter and 7-meter marks. In contrast, a lower success rate at the 3-meter distance suggests that the larger image size resulting from being closer to the target may improve the security system’s initial detection capabilities, leading to higher confidence in identifying attacks. This result underscores the importance of further research to improve the effectiveness of ARP attacks at different distances.

Table III (right) presents the observed success rates at various angles between the autonomous vehicle and the traffic sign, highlighting how the angle of approach affects the effectiveness. Success rates at an angle of \(-30^\circ\) appear to be lower compared to a direct frontal approach or an angle of \(30^\circ\). Given that only 20 trials were conducted, this preliminary finding, along with potentially high initial detection confidence, may have played a role in the results. We postulate that the non-symmetric design of the traffic sign may have an influence on the detection process, especially when the angle of attack deviates from frontal. To elucidate these effects, future research could focus on increasing the number of trials and evaluating steeper angles, which we expect would provide a more thorough understanding of how the non-symmetrical patterns of traffic signs affect the angle sensitivity of ARP attacks.

### V. EVALUATION IN PHYSICAL SPACE

#### A. Experimental Setup

The procedure for the physical experiments is mostly similar to the digital experiments described in §IV. The difference is in Step 3 and Step 4. In the digital experiment, we reproduced the effects of reflections through image processing. We then tested the generated images for attack feasibility using Yolov3-tiny. In the real-world experiment, we applied the reflective patch to a real traffic sign instead of using reproducing reflection with image processing. Then, we take images of the sign illuminated by headlights and evaluate the feasibility of attack with Yolov3-tiny.

#### B. Results and Observations

In the empirical results presented in Table IV, we observe a deviation from the results of the digital experiment. The peak attack success rate occurs at a distance of 5 meters and exactly at an angle of \(0^\circ\), while the success rate decreases as the distance increases to 7 meters. Contrary to the trends observed in the digital domain, the drop in success rate at an angle of \(-30^\circ\) is not as drastic. It’s important to emphasize that the overall success rates of the attacks are not negligible, suggesting a reasonable level of effectiveness under varying conditions. However, the need to develop more robust attack methods that can withstand variations in both distance and angle is a clear takeaway for future research efforts.

Table V presents the results of the YOLOv3-tiny model’s detection capabilities in a non-attack context, serving as a
control benchmark within our experimental parameters and physical experimental setup and the results also show that there is little effect on the detection results when the headlight light strikes the sign and is reflected. There is a noticeable trend: the detection rate decreases as the distance increases. This pattern likely contributes to the declining attack success rates observed at the longer distance of 7 meters. At the closer distance of 3 meters, even though the detection mechanism proves effective, the attack success rate reaches the lower 50% threshold. These findings could be attributed to robustness issues inherent in the detection model’s performance, rather than attack design alone, that reduce success rates at different distances and angles. Notably, robust detection is achieved at most angles when not under attack, with the exception of 0°. This highlights the impact that environmental variables such as distance and angle have on the effectiveness of our attack model, and reinforces the need for further investigation into adaptive attack strategies.

VI. DISCUSSIONS AND FUTURE PLANS

In this section, we discuss the intricate aspects of ARP attacks using retroreflective materials, with a focus on their implications for autonomous driving systems. The discussion revolves around the evaluation of different reflective materials for their effectiveness in ARP attacks, the realism of their modeling using 3D software, and the optimization of attack strategies. We also address the stealth of these attacks, both through mathematical evaluations and user studies. Finally, we explore the feasibility of these attacks in real-world autonomous driving scenarios and the potential for developing effective software-based defenses.

1) Survey on Reflective Patch Materials: We evaluated the feasibility of ARP attack with a retroreflective material in this WIP paper. We are currently surveying various retroreflective materials and measure their attack capability in the ARP attack. The United States, Japan, and other countries have set standards for retroreflective materials [19], [20]. In the United States, for example, the American Society for Testing and Materials (ASTM) provides guidelines defining the performance characteristics of retroreflective materials used in traffic control devices [19]. Meanwhile, in Japan, the Japanese Industrial Standards (JIS) provide guidelines and standards that regulate the use and specifications of retroreflective materials in a variety of applications [20]. We will conduct a comprehensive survey by utilizing these standards.

Furthermore, we also explore other reflective materials since the original definition of the ARP attack does not limit the attack vector only to retroreflective materials. We plan to perform a large-scale measurement study to evaluate the attack capability of a wide variety of reflective materials in different practical autonomous driving scenarios. We particularly plan to evaluate scenarios under different lighting conditions, which should largely affect the effectiveness of the ARP attack because of the nature of ARP attack enabled by the headlights.

2) Further Realistic Modeling of Reflective Patches: In this WIP paper, we evaluate an naive patch modeling assuming the patch reflection color is always fixed – white color to confirm the feasibility of ARP attack vector. However, real reflection colors should not be just white and thus we are working on further realistic modeling of the reflective patches. The simulation of the light effects are known as a shader technique. Recent ray-tracing technology enabling photo-realistic simulations of lights and its shadow [21]. To leverage the advanced technology in the computer graphics area, we are building a simulation environment on a 3D modeling software such as Blender [22]. Some 3D modeling software programs offer physically based rendering, which enables the reproduction of reflections that are closer to realistic scenarios. This approach is expected to allow the optimization process to be performed under conditions that more closely resemble actual situations as shown in Fig. 7. As discussed in §II, the ARP attack requires to model many types of reflective materials.

To address this issue, we are considering two methods for reproducing reflective patches. The first method involves reproducing the reflective performance based on datasheets. This approach designs reflective patches in 3D simulations based on the information about the reflective characteristics obtained from datasheets related to the surface materials or strength of the light reflected. Datasheets contain detailed information on how specific materials reflect light, and by directly applying this information to the simulation’s material parameters, it is possible to reproduce reflections that are close to realistic scenarios. The advantage of this approach is the ability to conduct highly accurate simulations based on the physical properties of actual materials, assuming that the necessary datasheets are available and that the simulation environment supports these detailed physical characteristics.

The second method aims to approximate the RGB values through optimization. This approach involves optimizing parameters that represent the physical characteristics of the reflective patch, such as roughness, to reproduce realistic reflection characteristics. By using Optuna, a black-box optimization tool, it is possible to efficiently find the optimal combination of these parameters, thereby reproducing the reflection of light on objects in 3D simulations more accurately. This method allows for a more flexible adaptation to various reflective conditions by fine-tuning the parameters to match the observed reflection characteristics closely.

Both approaches offer promising paths to enhance the realism of reflective patch modeling in the context of ARP attacks. By incorporating detailed material characteristics from datasheets or optimizing reflection parameters to match observed phenomena, we can develop more sophisticated and realistic simulations. These improved simulations will not only aid in the understanding and analysis of ARP attacks but also contribute to the development of more effective defense mechanisms against such attacks.

3) Attack Optimization Improvements: We plan to further improve the optimization methodology to explore the most effective patch’s location, size, and material for each scenario.
In this work, we determined the size and number of patches empirically and just explore the discrete binary values whether a patch is located or not for each grid. To improve this, we are working on more heuristic-based optimization algorithms with more detailed parameterization of the problem setting, e.g., directly optimizing patch coordinates and their sizes.

4) Exploration on Other Attack Targets: In this WIP paper, we focused on an attack of detection avoidance of object recognition models. In addition to this approach, we plan to develop and evaluate attack methods to deceive the class recognized by traffic sign recognition models. We are working on an attack against traffic sign classifier as shown in Fig. 8. We will apply this attack technique to traffic sign recognition models and evaluate attack effectiveness.

5) Stealthiness Evaluation: We consider that the ARP attack has a high advantage in the attack stealthiness compared to existing adversarial patch attacks. We plan to conduct two methods to systematically verify the stealthiness of our attack: metric-based evaluation and user study. Mathematical verification methods include methods for measuring the differences between traffic signs with and without patches. Specifically, it is conceivable to acquire photos or rendering results with and without patches in the actual traffic sign environment or simulation environment, and then calculate the differences. By comparing the difference in the measured L2 norm to that of the adversarial sample patch from previous research, we compare the stealthiness. The second user study approach involves presenting real driving videos. We measure the probability of being aware of the difference between the adversarial sample patch from existing research and the patch from the proposed method when attached to traffic signs that appear while driving to compare the two.

6) Evaluation in Realistic Autonomous Driving Scenarios: We also plan to evaluate the capabilities of our attack in real autonomous driving scenario. In this paper, we evaluated the feasibility of the proposed method only in a fixed position setting, where the camera and the STOP sign are fixed. However, in real-world autonomous driving scenarios, the distance and angle between the traffic sign and camera change continuously, and the attack must be continuously successful. Therefore, we will assess the feasibility of continuous attacks in situation with constantly changing distance and angle, and the attacks against traffic sign recognition systems of real autonomous vehicles.

In this study, the experiment was conducted under the condition that the height of the traffic sign and the headlight were the same. However, in an actual driving environment, a height difference exists between the sign and the headlight. The effect of this height difference on the success rate of attacks should be considered as an issue for future research. In addition, although only ambient light under nighttime conditions was considered in this study, the brightness of ambient light and headlights may in fact affect the success rate of attacks. A detailed investigation of the impact of these factors is another issue that should be addressed in future research.

7) Potential Defences: We plan to evaluate and discuss defense methods against the proposed method. Our attack is difficult to see with the naked eye under conditions such as daytime. However, when the attack is triggered, some parts of the sign change color significantly due to the reflecting patch. Therefore, existing defense methods against adversarial patch attacks can be applied. There are two types of defense methods against adversarial patch attacks: empirical defense methods such as the detection of attack patch patterns, and theoretically guaranteed defense methods. The former is known to be vulnerable to adaptive attacks. The latter has problems such as low accuracy and high computational complexity and is not suitable for real-time environments that require autonomous driving. Therefore, it is essential to explore defense methods against the proposed method. We will evaluate and discuss countermeasures to ARP attack.

Specifically, we are considering two methods: attack detection and defense by suppressing reflections. Regarding the detection of the first attack, some research has already been conducted on detecting reflection parts [23]–[25]. We are planning to utilize this research to detect reflection areas in real time and determine whether there is an attack based on their size. We also plan to suppress reflected light and prevent attacks by attaching a polarizer to the camera. It is known that reflected light is polarized in a specific direction [26]. Therefore, we believe that reflection can be suppressed by using a polarizing filter to allow only light from a specific direction to enter the camera, as shown in Fig. 9, and as a result, it will be possible to defend against ARP attacks.

When discussing defensive methods, it is important to
consider whether the defensive method can be implemented. Traffic signs recognition systems using cameras are currently widely used. Therefore, even if an effective defense method is found, it is necessary to apply the method to many autonomous vehicles. We plan to evaluate the defense methods from the perspectives of both flexibility and accuracy.

VII. SUMMARY

In this study, we identify a novel attack vector, ARP attack, which is stealthy and effective. Its feasibility was evaluated using reflective patches with high success rates in both digital simulations and real-world experiments. For future work, we plan to expand our material evaluation, conduct a large-scale attack test in different driving scenarios, and improve 3D simulations for patch reflection. We also aim to optimize attack strategies for traffic sign recognition systems, improve the stealthiness of the attack, and develop potential countermeasures. Importantly, the value of our study lies in highlighting the need to focus on sensor and AI security in nighttime conditions for 24/7 autonomous driving operations. Our future efforts will allow us to deepen our understanding of ARP attacks and develop effective countermeasures.
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